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Correlation technique for the compensation of
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Two-grating measurement systems are routinely employed for high-resolution measurements of angular and
linear displacement. Usually, these systems incorporate zero reference codes (ZRCs) to obtain a zero reference
signal (ZRS), which is used as a stage-homing signal. This signal provides absolute information of the position
to the otherwise relative information provided by the two-grating incremental subsystems. A zero reference
signal is commonly obtained illuminating the superposition of two identical pseudorandom codes and register-
ing the transmitted light by means of a photodiode. To increase the resolution of the system, a reduction of the
grating period and the ZRC widths is required. Due to this reduction, the diffractive effects produce a widening
of the ZRS and, in turn, a loss of the measuring accuracy. In this work, we propose a method to narrow the
distorted signal obtained with a Lau-based encoder, reinstating the accuracy of the ZRS. The method consists
of the inclusion of a correlation mask on the detector. A theoretical model to design the mask has been devel-
oped, and experimental results have been obtained that validate the proposed technique. © 2009 Optical So-
ciety of America
OCIS codes: 040.1880, 040.5160, 050.1940, 050.1950, 120.3940, 230.0040.
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. INTRODUCTION
wo-grating diffraction systems are widely used in optical
ncoders for measuring linear and angular displace-
ents. The typical output of an optical encoder is a pair of

eriodic electrical signals with a 90° phase difference.
hese electrical signals are used to measure incremental
r relative displacement by means of the arctangent algo-
ithm [1]. In most optical encoder configurations, a fixed-
cale grating and a reading head are used. The reading
ead is composed of a set of gratings and photodetectors
hat move with respect to the fixed scale. Typically, two
ncoder signals are generated by means of interference,
oiré fringes, fringe projection with spatially incoherent

ight, or any other optical phenomena involving two or
ore gratings [2–4].
In addition to these two electrical signals used for de-

ection of the relative displacement, a third output, which
onsists of an isolated pulse, is normally required. This
ignal is called zero reference signal (ZRS), and it is used
o set an absolute reference in the scale. This reference is
ecessary to define a home position or to obtain an abso-

ute position measurement. To achieve higher accuracy in
he measurement, the width of the reference signal and
he period of the incremental signal must be equal. The
RS is normally obtained by means of two identical zero
eference codes (ZRCs), one situated on the scale grating
nd the other on the reading head. As one moves with re-
pect to the other, the two codes overlap. An incident light
1084-7529/09/091901-6/$15.00 © 2
eam propagates through both codes and the transmitted
ight is registered by means of a photodiode. A ZRC con-
ists of a group of unequally spaced slits. In general, a
RC can be described by the sequence of binary data c
�c0 , . . . ,cn−1�, where n is the length of the ZRC, ci=1 if a

ransparent slit is located at the i-position, and ci=0 else-
here. The transmittance of a code can be expressed as

he sum

t�x� = �
j=0

n−1

cjrect�x − jb

b � , �1�

here b is the width of the slit of the code. The design of
ecessary codes to obtain suitable reference signals has
een studied in [5–10]. In all these works, a collimated
ight beam has been considered, and the distance between
he two ZRC is neglected. Therefore, a geometrical ap-
roach is assumed, neglecting the diffractive effects of the
eam as it propagates between the codes. By means of
his approximation, the signal obtained is the autocorre-
ation of the transmittance of the code, and the width of
he signal at the base of the central peak is twice the
idth of the slit. Similar techniques to design arrays with

pecial autocorrelation functions are used in coded aper-
ure imaging [11].

In [10], we proposed a method to design ZRCs taking
nto account the propagation of the beam between them.
he technique is based on a tradeoff between the attain-
ent of ZRCs not very sensitive to diffractive effects
009 Optical Society of America
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ZRCs with specially grouped slits) and the attainment of
ignals with a well-defined central peak (ZRCs with un-
rouped slits). This method is based on an iterative opti-
ization process, where the diffractive effects are calcu-

ated at each iteration. Therefore, this method can be
sed only in configurations where the computation of the
iffracted code is not a time-consuming process. For this
eason, in that paper an incident collimated light beam is
onsidered, and as a consequence, this system can be
mplemented in a moiré-based encoder.

The use of spatially incoherent light beams (diffused
ight) has been proposed to increase the resolution of grat-
ng measurement systems [2]. Moreover, recent work has
emonstrated the advantage of using spatially and tem-
orally incoherent light beams (diffused and partially
olychromatic light) to increase the tolerance regarding
he gap between the grating scale and the reading grating
4]. This technology allows a reduction of the diffraction
rating period and an increase of the distance between
iffraction gratings. These improvements in the incre-
ental signals pose a problem in the reference signal. As

he grating period becomes smaller, the slit width b of the
RC must decrease accordingly. This reduction of the slit
idth, along with a larger gap between codes, makes dif-

raction effects much more noticeable, producing a widen-
ng of the reference signal and, in turn, a loss of system
ccuracy. Because of the diffractive effects the width of
he central peak increases and the ratio between the
eight of the central peak and the height of the secondary
axima decreases. This ratio represents the “effective”

uantity of signal.
In this work, we propose a different approach to this

roblem. We consider a reference signal with a widened
entral peak and propose a technique to squeeze and re-
enerate this central peak. This method can be used in
ny encoder configuration and it can be complementary to
he method of code design presented in [10]. The method
onsists of the use of two suitable correlation masks lo-
ated just before two monolithic detectors. Before the sig-
al detection, the light distribution is correlated with the
asks and the registered signal is reshaped.
The rest of the paper is organized as follows. In Section
we show a suitable technique for the generation of the

eference signal as well as a theoretical and experimental
emonstration of the degradation and the widening of the
eference signal. In Section 3 is presented an algorithm
or the design of correlation masks that will allow us to
btain pulses narrow enough. Finally, an experimental
erification of the proposed technique is shown in
ection 4.

. GENERATION OF THE REFERENCE
IGNAL IN AN ENCODER BASED ON THE
AU EFFECT

n this section, we show an example of generation of a ref-
rence signal that makes evident the diffraction effects in
he signal. We present below a theoretical framework that
artially explains the broadening and the degradation of
he central peak of the signal. The signal is generated by
eans of the setup shown in Fig. 1. The light source con-

ists of a LED that incorporates a diffuser. It emits a spa-
ially incoherent beam on the detection plane [12]. The
ight passes through two identical pseudorandom codes,
nd it is registered in the focal plane of a lens where the
etection system is located. To measure the intensity pro-
le and to simulate the behavior of different detection
asks on monolithic detectors, we have used a CCD sen-

or. It is worth mentioning that encoders must work in
eal time, so they contain neither a CCD nor a processing
tage.

To obtain suitable correlation masks for the regenera-
ion of the reference signal, we need to know the intensity
rofile on the detection plane. By assuming an
berration-free lens and perfectly Lambertian diffuser
nd by taking into account the diffraction from the first
ode to the second, it can be demonstrated theoretically,
nder the Fresnel approximation (see [12]), that the in-
ensity distribution on the detection plane is given by

I�x� =� T�x0�T̂�x0 +
zx

f �dx0

=� T�x0�T̂�x0 + u�dx0 = I� f

z
u� , �2�

here u=zx / f, z is the direction of propagation, x and x0
re coordinates in the direction of the displacement, T is
he transmittance of the code, and f is the focal length of
he lens. T̂ is the Fresnel transform of T,

T̂�x + u� =� T�x��exp	 i�

�z
�x� − �x + u��2
dx�, �3�

here � is the wavelength of the light.
Thus, the reference signal is a scaled correlation be-

ween a ZRC and the Fresnel transform of the other ZRC.
n general, the Fresnel transform generates a widening in
he intensity distribution with regard to the geometrical
utocorrelation signal (considering a collimated incident
eam and absence of diffraction). To show the widening of
he ZRS predicted by Eq. (2) we have performed an ex-
erimental verification using a green LED ��=540 nm�
ith a volume diffuser, two identical standard pseudoran-
om codes with slit widths of 20 �m, and a lens with a
ack-focal length of 7.7 mm. The gap between codes is
mm.
The broadening of the signal due to the diffraction ef-

ects is shown in Fig. 2, along with the autocorrelation
ignal obtained with the geometrical approach. In this fig-

source

ZRC1

ZRC2

lens

focal
plane

displacement
direction

ig. 1. (Color online) Lau configuration for the reference sig-
als. The detection plane is placed at the focal plane of the lens
here the mask of detection and the photodiodes are located.
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re we have also included the experimental profile mea-
ured at the focal plane by means of a CCD array. The
idth of the central peak predicted by Eq. (2) is roughly
alf the real width and twice the autocorrelation approxi-
ation. The larger actual width is due to the CCD reso-

ution, lens aberrations (mainly distortion), spectral
idth of the light source, and the diffuser being non-
ambertian. Because of the difficulty of characterizing
hese effects, we have used the experimental profile to
ompute the correlation mask.

. DESIGN OF THE MASK OF DETECTION
hen one code shifts with respect to the other by an

mount �, the intensity at the CCD plane is

I��x� =� T�x0 + ��T̂�x0 +
zx

f �dx0

=� T�x0�T̂�x0 + u − ��dx0 = I� f

z
�u − ��� . �4�

he intensity pattern shifts an amount proportional to
he displacement of the code. The electrical signal regis-
ered in the photodiode is the correlation between the op-
ical intensity profile and the spatial detectivity of the de-
ector. This phenomenon will be used to narrow the
ignal.

When one ZRC passes in front of the other, the electri-
al signal registered by the photodiode is

S��� = K� I�x − ��D�x�dx, �5�

here K is the efficiency of the photodiode and D is the
patial detectivity of the detector. The variable detectivity
an be achieved in a monolithic detector masking it by
eans of a set system of slits. The transmittance value at

he location of each slit is proportional to the area of that
lit. In general, the detectivity should take both positive
nd negative values in order to obtain a suitable signal S.
he negative values can be implemented using a system
f two detectors in push–pull configuration. The problem
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ig. 2. Intensity profiles. The dashed trace is calculated propa-
ating the field with the Fresnel approximation. The curve with
ircles is the autocorrelation, neglecting the distance between the
odes (and therefore ignoring the diffraction). The continuous
urve is the incident profile measured at the CCD.
onsists of calculating a mask whose correlation with the
ntensity pattern is a suitable electrical signal. The qual-
ty of a reference signal can be described using different
arameters, such as the slope of the main peak [5],

SL =
S�0� − S�x1�

x1
, �6�

here x1 is the half-width of the central peak at the base;
r the signal effective range

R =
S�0� − Sm

S�0�
, �7�

here Sm is the second maximum of the signal. A suitable
eference signal will be described by using an appropriate
idth of the central peak of the signal and a high value of

he parameters SL and R.
Numerical Description of the Problem. To find a mask

hose correlation with the irradiance profile provides a
uitable electrical signal, we must solve the differential
q. (5). By means of sampling the involved variables, the
ifferential equation is transformed into an inverse prob-
em. These kinds of problems are described in [13,14],
rovided that S and I are given. In this application we are
nterested in obtaining a signal that has suitable values
f the SL and R parameters. To transform the differential
quation in an inverse problem, the variables I, D, and S
re sampled with a sufficient number of samples to guar-
ntee a good characterization of the incident intensity
rofile I and the central peak of the signal S. The sampled
etectivity vector is D= �D1 , . . . ,Dm�, the sampled electri-
al signal vector is S= �S1 , . . . ,Sn+m−1�, and the sampled
ntensity profile is I= �I1 , . . . ,In�. Using this approach, the
ontinuous correlation in Eq. (5) becomes a discrete corre-
ation, Sk=K�l=k+1

min�n+k,m�Il−kDl. The correlation between I
nd D can be obtained by means of the matrix multipli-
ation S=C ·D, where C is the matrix correlation

C = 
In 0 0 0 0�1,m�

] In 0 0 0

I1 ] � 0 0

0 I1 ] � 0

] 0 ] ] In

0�n+m−1,1� ] ] ] ]

� . �8�

his matrix multiplication represents a linear and over-
etermined system of n+m−1 equations and m un-
nowns. The solution to these systems is given by the fol-
owing theorems [14]:

1. A solution to S=C ·D exists if and only if there is a
onditional inverse of C, C�, for which C ·C� ·S=S. The
onditional inverse of a matrix C is a matrix for which
·C� ·C=C.
2. If a solution to S=C ·D exists, the solution is unique

f and only if the rank of the n�m matrix C is equal to m.
A method to obtain matrix C� is to calculate the gener-

lized inverse [14]. Generalized inverses are conditional
nverses, and they can be calculated whenever the rank of
he matrix is maximum using the equation
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C− = �CT · C�−1 · CT. �9�

he coefficients matrix is triangular, so its determinant is
onzero. If we fix an electrical signal S and we find a
ask D that is a solution, this solution is unique. The so-

ution of the system is

D = C− · S. �10�

If the system is consistent, the signal must be an eigen-
ector of C ·C� with its corresponding eigenvalue equal to
ne, or equivalently, S must belong to the subspace de-
ned by the columns of C. We must find signals for which
he system is consistent and, in turn, fulfill the require-
ents of a reference signal. To approach the problem, for
given a signal S, we consider the obtained error when

he incident profile is correlated with an arbitrary mask:

S = C · D + e�D�, �11�

here e�D� is the error function, which depends on the
ask used. It can be demonstrated that the norm of this

ector is minimum when D=C−·S. Substituting Eq. (10)
nto Eq. (11), the error function module results,

�e�S��2 = e�S�Te�S� = ST�I − C · C−�S, �12�

here ST is the transpose of S and I is the identity ma-
rix.

When the linear system is consistent for a signal S,
hen Eq. (12) is zero. Under this consideration, the mask
ecessary to obtain the signal S can be calculated by
eans of Eq. (10). The error modulus function is positive

efined, and its zeros can be found by means of a minimi-
ation. Though there is not a complete description of the
ignal S, it must fulfill some constraints. In this sense, we
an find the optimum mask that minimizes the Eq. (12)
ubject to these constraints. These constraints consist of
pper and lower bounds that assure a control of the pa-
ameters defined in Eqs. (6) and (7). The incident irradi-
nce patterns, as well as the upper and lower bounds of
he signal S, are displayed in Fig. 3. It can be seen that
utside the central peak area, the signal is lower and up-
er bounded. The value of the bounds determines the pa-
ameter R given in Eq. (6). Within the central peak re-
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ig. 3. Incident irradiance profile measured at the CCD (solid
urve) and the lower and upper bounds (dashed and dashed–
otted curves) required.
ion, a lower bound is required to be higher than the
pper bound. In this way, the width of the central peak is
efined by the height difference of the bounds.

. EXPERIMENTAL DEMONSTRATION
o validate the proposed method we have considered an
xample of a double diffraction scheme based on the Lau
ffect (see Fig. 1). In this example, we have calculated a
orrelation mask and we have demonstrated the experi-
ental narrowing of the reference signal. The ZRC is a

seudorandom set of slits with a width b of 20 �m, and
he gap between the ZRCs is 3 mm. The illumination
ource is a green diffuse LED located 1 mm in front of the
rst ZRC. A lens with a back-focal length of 7.95 mm is

ocated behind the second grating, and the CCD chip is in
ts focal plane. In this example, we have an incident mea-
ured profile with 250 �m width at the base of the central
eak. The optical signal is normalized and is transformed
nto a narrowed signal of 100 �m width by means of the
orrelation with a mask on the detector. Therefore, the
esolution of the absolute position measurement in an en-
oder is increased by a factor of 2.5. The incident mea-
ured profile as well as the upper bound and the lower
ound are displayed in Fig. 3. The narrowed signal is con-
trained at ±0.3 units in �x��50 �m, and it is greater
han 1.5 in �x��50 �m. The sampling of the variables is
iven by the pixel size of the CCD sensor, namely 17 �m.
n this case the algorithm converges and finds a suitable
ignal with its associated mask.

In Fig. 4, the incident measured optical signal (solid
urve), the bounds of the narrowed signal (dotted and
otted-dashed curves), and the narrowed signal (solid
ircles) calculated by means of the algorithm are shown.
he mask that is the solution for this problem is shown in
ig. 5, where the superior region takes positive values
nd the inferior region takes negative values. It is worth
entioning that there is a tradeoff between the narrow-

ng factor and the possibility of convergence of the algo-
ithm. The sampling of the problem is related to the num-
er of the variables and, therefore, to the complexity of
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he mask and to the degrees of freedom of the problem.
he greater the number of variables, the greater the prob-
bility of convergence but the more difficult the mask
mplementation.

To experimentally demonstrate the narrowing of the
ignal, the computed mask is simulated at the CCD by
ultiplying the acquired image by zeros or ones and sub-

racting the superior and inferior region (see Fig. 5). The
easurements have been achieved by locking one of the

RCs to a very accurate linear stage. This stage moves
long the perpendicular direction to the slits of the ZRC
hile images of the irradiance profile are registered on a
CD array. These images are multiplied by the digital
ask and the row and column values are added, making

p the numerical correlation between the mask and the
ncident intensity profile.

In Fig. 6 the incident measured optical profile, the nar-
owed signal computed by the algorithm, and the nar-
owed signal measured experimentally are shown. The
greement between theory and experiment is quite good
t the central region. The width of the central peak of
oth signals is the same. Outside the central region, the
ifference between the two signals is greater; neverthe-
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ig. 6. Incident intensity profile measured by the CCD (solid
urve), as well as the signal computed by means of the algorithm
dashed curve) and the experimental narrowed signal (open
ircles).
ess the experimental signal is between the demanded
ounds. This discrepancy outside the center region is in-
uenced by two factors. First, the distortion of the lens
eforms the profile of the incident optical signal when the
RC moves. Second, the source exitance is not constant
ith respect to the emission angle (the diffuser is not

ruly Lambertian), and the exitance decreases when the
ngle increases. Both lens distortion and angular spread
f the light distort the irradiance profile as it moves away
rom the central position on the observation plane. This
ffect has not been considered in Eq. (5), and it affects the
ateral region of the signal. Fortunately, this effect is not
ppreciable in the central region, where the ZRCs are al-
ost aligned and arranged symmetrically with respect to

he source.

. CONCLUSIONS
n this work we have proposed a technique to regenerate
iffraction degraded reference signals by means of corre-
ation with a mask located on the detectors. We have de-
eloped an algorithm for designing the masks, and it has
een demonstrated in an experimental narrowing of a ref-
rence signal by a factor of 2.5; hence, the resolution of
he encoder can be increased by the same factor. More-
ver, the algorithm allows us to design reference signals
ith pre-established shapes by means of constraints in

he minimization process. Therefore, this technique can
e used to obtain reference signals with predefined pa-
ameters, such as the signal-to-noise ratio, the effective
mplitude of the signal, the slope of the central peak, etc.
he convergence of the algorithm is related to the number
f slits of the mask. In this sense, if we accept masks with
ne details we will have more degrees of freedom, and
herefore, possibilities of convergence. This technique has
een experimentally verified for a Lau-based encoder, al-
hough it can be easily applied to other optical encoders.
ouble-grating encoders are based on a self-imaging pro-

ess (or similar), and the detected signals are the correla-
ion between a fringe pattern and the detector detectivity.
n these cases, the technique proposed can be imple-
ented to increase the resolution of the absolute refer-

nce.
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