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Abstract

In this work we consider a planar stationary flow of an incompress-
ible viscous fluid in a semi-infinite strip governed by the standard Stokes
system. We show how this fluid can be stopped at a finite distance of
the entrance of the semi-infinite strip by means of a feedback source de-
pending in a sub-linear way on the velocity field. This localization effect
is proved reducing the problem to a non-linear bi-harmonic type one for
which the localization of solutions is obtained by means of the application
of an energy method, in the spirit of the monograph by Antontsev, Diaz
and Shmarev [5]. Since the presence of the non-linear terms defined by
the source is not standard in the fluid mechanics literature, we establish
also some results about the existence and uniqueness of weak solutions for
this problem.

Keywords: Stokes system, feedback dissipative field, non linear higher or-
der equation, energy method, localization effect.

1 Introduction

In this paper, we present the detailed version of our note [2]. We study the
planar stationary flow of an incompressible viscous fluid in a semi-infinite strip
Q= (0,00) x (0,L), L >0, of velocity u(x) = (u(x),v(x)), x = (z,y) € Q, with
a non-zero velocity at the strip entrance

u(0,y) = u.(y), y € (0, L) (1.1)



and zero velocity on the lateral wall
u(z,0) =u(z,L) =0, z € (0,00). (1.2)

Since (2 is unbounded, we have to prescribe the velocity at infinity. We are
interested in the case

|u(z,y)] — 0, as x — oo and y € (0, L). (1.3)

The main question we shall consider in this paper can be stated in the
following terms: can we find an external localized force field £ stopping the fluid
at a finite distance, i.e., such that

u(z,y) =0 for z >z, and y € (0, L)

for some xy > 0 7 In the following, we shall denote this property as the
localization effect. Here, the localization of the external field must be understood
in the sense that we search for a field f such that

f(x,u) =0 for z > z¢ and y € (0, L),

for some z¢ > 0.
Once the inertia terms are neglected, the velocity u and pressure p are
determined from the standard Stokes system

—vAu=f—-Vp inQ, (1.4)

divu=0 1in Q, (1.5)

where p = p(zx,y) stands for the hydrostatic pressure divided by the constant
density of the fluid and v is the kinematic viscosity coefficient.

We recall that due to the incompressibility condition (1.5), the first compo-
nent of u,(y) = (u«(y), v«(y)) must satisfy

L
/ ux(s)ds = 0. (1.6)
0
We also assume the compatibility conditions
u.(0) =u.(L) =0. (1.7)

Further on, we shall denote problem (1.1)-(1.7) as P(Q, u,, f).

We point out the resemblance between our formulation and the important
question of the confinement of a plasma, typical of magnetohydrodynamics
(MHD). Although most of the studies on this effect deal with the case of the
ideal MHD (i.e., with a non-viscous fluid), we recall (see, e.g., Freidberg [17])
that the 3d-MHD system involves, among other equations, the system

—vAv+Vp=jxB
E+vxB=nj



where the resistivity 7 is assumed to be a given positive constant. Now, if we
assume a planar flow (v = (u,0)) and the electric and magnetic fields E and
B are given in the form E(x) =(0,0, F(x)) and B(x) = (0, B(x),0), then the

conservation of momentum equation becomes
—vAu+ Vp = —n(EB,0) — n(B%u,0).

So, the resultant external field is a dissipative feedback field, (i.e., it depends
on its own solution u)

f = f(x,u) = — n(E(x)B(x),0) — n(B*(x)u,0).

Nevertheless, we shall show (see Remark 3.3) that this field (when E(x) and
B(x) are assumed known) is not able to lead to a positive answer to our question:
the z-decay of u is of exponential type. The results on confinement in toroidal
devices (as Tokamaks and Stellarators) assume that u = 0 and are based on the
so called Grad-Safranov equation for the potential function of the magnetic field
(see, e.g., Berstycki and Brezis [9], Temam [27] and Simon [26] for Tokamaks
and Diaz and Rakotoson [13] for Stellarators).

We also recall that for the classical Stokes problem, i.e., with f = f(x)
prescribed, it is well known that the decay is exponential and so the local-
ization effect fails. See Knowles [22], for the exponential decay results on the
Saint-Venant’s Principle in the two-dimensional linear theory of elasticity, which
can be easily adapted for the problem P(Q,u,,f). See also Toupin [28] and
Galdi [18], Chapter VI.

The main goal of this paper is to show the localization effect when we assume
the external body forces be given in feedback form, f : Q x R? — R?, f(x,u) =
(fi(x,u), f2(x,u)), and are such that, for every u € R?, u = (u,v), and for
almost all x € Q,

—£(x,1) -0 > 8 xe (%) [u]*7 — g(x) (18)
for some § > 0,0 < o <1 and
geL (Q%), g>0, g(x) =0 ae. in Q, (1.9)

for some z¢, v, with 0 < 2z, < z¢ < 0o and z¢ large enough, where Q% =
(0,24) x (0,L) and €, = (x4,00) x (0,L). The function x; denotes the char-
acteristic function of the interval (0,x¢), i.e., x¢(x) = 1, if z € (0,z¢) and
Xe(x) =0, if ¢ (0,2¢). Notice that such a result will hold, in particular, for
the simpler non-localized case corresponding to z¢ = co (and so x¢(x) = 1). As
already mentioned, the answer becomes negative for c = 1. For some comments
on the other limit case, 0 = 0, see Remark 3.4.

We recall that other localization effects as, for instance, the finite extinction
time or the finite speed of propagations for some problems on viscous fluids
of different natures, as well for some problems on non-viscous fluids have been
established (see [5] and the references therein). In [5] the finite extinction time
property was established for pseudo-plastic fluids, i.e., a class of non-Newtonian



fluids satisfying a certain non-linearity condition on the stress tensor. To the
best of our knowledge, the only result on the finite speed of propagations prop-
erty, for the solution of a fluid mechanics formulation is due to [5], Section 4.7.5.
In that case, for a dilatant fluid in a pipe, a certain non-linearity condition on
the source f was also very important there.

The localization effect will be proved for weak solutions of the problem
P(2,u,, f) under assumptions (1.8) and (1.9). Since the presence of the non-
linear terms defined by f(x, u) is not standard in the fluid mechanics literature,
we collect in Section 2 some results about the existence and uniqueness of weak
solutions for problem P(Q, u,,f).

The localization effect is proved, in Section 3, by means of the application of
an energy method to the associated current function ¢ (u = (,, —1,)). The
function v satisfies the following higher order non-linear equation and boundary
conditions

v+ Gy, ) = R (xy, —1,) =0 in €,
Y(x,0) =(x,L) =0 for z € (0,00),

g:ﬁ (:v 0) = 62 (x L) =0 for z € (0,00), (1.10)

fo u* dS, Dn(o y)—'U*( )fOI‘yE(O,L),
w( ) IVi(x,y)] — 0 as x — oo and for y € (0,L).

Further on, we shall denote problem (1.10) as Py.

We shall adapt in the paper the half-planes technique introduced in Ber-
nis [6] for the study of other higher order equations. We point out that in
contrast with the problems considered in the mentioned work, (1.10) do not
contains any zero order term. Our approach is inspired by some previous unidi-
rectional results for anisotropic equations proved in [5], Section 1.4.2; by using
a different energy method.

In a final section, we show that the localization effect holds also for the case of
non-constant semi-infinite strip domains of the type Q = (0, 00) x (L1 (), La(z)).

The consideration of the stationary and transient problem for the Navier-
Stokes system will be developed by the authors in the future papers ( [3] and

[4])-

2 On the existence and uniqueness of weak so-
lutions.

In this section we consider a general class of domains of the form = (0, c0) x
(L1(x), La(x)) with

Ly, Ly € C?(0,00), (2.11)
1
7= |La(z) — La(z)| < L, (2.12)
for all z > 0, where L is a positive constant. Now, the boundary conditions
(1.1) and (1.2) are replaced, respectively, by

u(0,y) = uw.(y), y € (L1(0), L2(0)), (2.13)



u(z,Li(x)) = u(z,La(z)) =0, z € (0,00), (2.14)
where u, (y) = (u.(y), v« (y)) satisfies the compatibility conditions

L2(0)
/ ux(8)ds =0 (2.15)
L1(0)

and
u, (L1(0)) = u. (L2(0)) = 0. (2.16)

We shall search solutions such that [, |Vu|?dx < co. Moreover, due to the
fact that the Poincaré inequality

LQ(I) L p LQ(ZL')
/ P dy < () / P dy, (2.17)
Ll(ZL’) s Ll(I)

holds, where L = sup,¢9,o0) |L2(2) — L1(z)|, for every u € WP (Ly(z), Ly(z))
and 1 < p < oo (see, e.g., Gilbarg and Trudinger [19], Section 7.8), our searched
solution will be an element of the Sobolev space H! (Q) simplifying, in this way,
the functional framework needed for other unbounded domains.

In order to define the notion of a weak solution, we introduce the functional
spaces

H(Q) = {u € H(Q) : divu = 0, u(0,.) = u.(.),
u(z,Li(x)) = u(z,La(z)) =0, z € (0,00), lim, o [u| =0}

and B
Hy(Q) = {u e H(Q) : divu = 0,u(0,.) = 0,
u(z,Li(z)) = u(z,La(z)) =0, x € (0,00), lim;_,o |u| = 0}
We shall assume that )
u. € H2(L1(0), L2(0)), (2.18)

where we used the notation H? = W22, For more details on this space see,
e.g., [18], Chapter II.
In this section we shall assume that f : Q x R? — R? with f(x,u) =

(fl(xa 11), f2(X7 11)), u= (u7 ’U),
f(x,u) = =6 x¢(x)(|u|” " u, 0) — h(x, u), (2.19)

for some 6 > 0, 0 < 2 < oo and 0 < o < 1. Here, h(x,u) is a Carathéodory
function, i.e., h(x,u) is measurable in x for all u € R? and continuous in u for
almost all x € , such that

h(x,u) -u > —g(x), for every u € R? and a.a. x € , (2.20)

for some
geL (%), g>0, g(x) =0 ae. in Q, (2.21)



with 0 < x4 < x¢, and
Hy e LY(Q%), forall M >0, (2.22)

where Hpy(x) = supy < [h(x, u)l.

Notice that no upper restriction on the growth of |f(x, u)| with respect to u
is imposed. This is the reason why sometimes this type of terms is called as a
strong nonlinearity.

Definition 2.1 We say that a vector function u is a weak solution of problem
P(Qa W, f): Zf

(i) u € H(Q), f(x,u) € L'(Q);

(i) v [ Vu: Ve dx = [, f- @ dx, for all ¢ € Ho(Q) NL>®(Q) with compact
support.

Later on, in our considerations, there will appear two types of constants:
absolute constants, which will be denoted by the letter C' and constants de-
pending on parameters, which will be numbered by subscripts and will contain
the parameters in parenthesis.

The main result of this section is as follows.

Theorem 2.1 Under the above assumptions on f(x,u), there exists, at least,
one weak solution of problem P(2,u,,f). Moreover, f(x,u) - u lies in L1 ()
and u satisfies to the energy estimate

/ (IVul® + xelul"" + |h(x,u) - uf) dx < (2.23)
Q

2
Cu(L,6,v,0) (1133 1 0y 1aony T+ 191y +1)
Problem P(Q,u,,f) has only one solution, if, in addition, the inequality
(f(x,u1) — f(x,u2)) - (w1 —u2) <0,
holds for every ui,us € R? and almost all x € Q.

Proof. We split the proof into two parts: existence and uniqueness.
Existence. First step. We start by considering the auxiliary problem, in
QN = (0, N) x (Li(z), La(x)), with N € N given,

—vAulN =f - VvpV

divu® =0 in QF,
uV(z,Ly(z)) = u(z,La(x)) =0 for x € (0,N),
u™(0,y) = u.(y) for y € (L1(0), L2(0)),
uV(N,y) =0 for y € (L1(N), La(N)),

which will be denoted by P(QY,u,,f), wether f = f(x) or f = f(x,u”). With
no loss of generality, we assume N > 1, and let U! be an extension of u, to



Q! = (0,1) x (L1(z), La(z)) such that: (i) Ul € HY(Q!); (ii) divU! =0 in Q};
(ili) U =u,onz=0,U' =0onz=1and on y = L1(z), y = La(z), for
x € (0,1), in the trace sense. Such an extension exists (see , e.g., [18], Section
I11.3), and, moreover, |[U*|[g1 (1) < C’Q(L)||u*||H%(L1(O)7L2(O)).

Now, we consider the extension UY to Q¥ such that UV = Ul if 2 < 1 and
UY =0 if > 1. From what we had said above, UV € H!(Q"V) and we have

N
HU HHI(QN) g CS(L)”u*‘lH%(L1(0)7L2(0))' (224)
Moreover, using Holder’s inequality, one can prove
UNPdx < Cy(L, p)|lu.|? , for 1<p<2. 2.25
| 0P < Ly o r 1< (225)

Second step. Firstly, we consider the intermediary case in which we assume,
additionally,
Ih(x, w)] < Cxe(x). (2.26)

for some positive constant C, for all u € R? and almost all x € Q.

We recall that, if we consider the linear problem P(QV, u,, f) with f = f(x)
given arbitrarily, for instance, f € L%(QY), then we know the existence of a
unique weak solution u’v € HY(QY) (see, e.g., [18], Chapter IV) which satisfies
to the energy relation

v vu¥:(vu¥ - vUY)dx :/ £ (u —UV)dx. (2.27)
QN QN

Applying modules to the right-hand side, next using Young’s and Poincaré’s
(2.17) inequalities and then (2.24), we obtain the following estimate

N2 2 2
HU. HHI(QN) < 05(-[’71/) (”ll*”H%(Ll(O),Lg(O)) + ”fHL?(SZN)) . (228)

We look for a weak solution u’¥ of the non-linear problem P(QV u,,f), with
f = f(x,u”). Notice that, in the special case of (2.26), f(x,u”) satisfies

[£(x, u™)] < a(x)[u™|7 + b(x), (2.29)

for every u¥ € R? and almost all x € QV, where a,b > 0 are measurable
functions in QY with

ae LT (QY), beL2(QN). (2.30)

From (2.29) and after made use of Young’s inequality with a suitable e, we have

£, u™)2 < 4 [eu™ 2 + (1 - o) (g)i a7 + 52} . (2.31)



Gathering (2.28), (2.31), using (2.24) and choosing ¢ in a reasonable way, we
obtain the a priori estimate for the non-linear problem P(QV, u,, f(x, u’V))

2
sy + el ) (2.32)

N |2 7
oy < o (el 110,20

7 (V)

with Cs = Cs(L,v, o). Next, given ¢ > 0 and vV € L%(QY), we define

N
N _ \%

e 1 +e¢€ ||VNHL2(QN) ’

v

Obviously,
1
¥ sy < min (2219 g

and consequently v& € L2(QV). We consider the linear problem P(Q u,,f)
with f(x) = f(x,vY). The above considerations yield that for each v €
L2(QV), there exists a unique weak solution ul¥Y € H*(QY). Thus, we can
define a non-linear operator A : L2(QV) — L2(QY) by setting

A(VY) =ul. (2.33)
According to (2.32),

2 2
A HL2(QN) ||uN||L2(QN) = HuévHHl(QN) < Re, (2.34)

Where
T T-0o (QN) ( N) H2 (L] (O),LQ(O)) E ’

Under the assumptions (2.18) and (2.30) and from (2.34), the operator (2.33)
maps L2(Q%) into a bounded subset of H(QY) and from the Sobolev com-
pact embedding H*(QV) — L2(QY), it is a completely continuous operator.
According to Shauder’s theorem, the operator (2.33) has a fixed point

ul = A(ul)

for any € > 0. On the other hand, using (2.32), we obtain the estimate

[ ; (2.35)
HE (L1(0),L2(0))

with C7 = C7(L,v,0). Let us now consider a sequence ugk € HY(QY), with
k € N, satisfying (2.27) with f(x) replaced by f(x, ugk). Then, from (2.35),
there exists a subsequence, which we still denote by ug &> such that

2
—o 2
9 Py < Or (Wl |+ 100, +

o (QN)

ugkauév, weakly in HY(QV), as k — oo



and because f is a Carathéodory function,
f (x7 ué\'k) — f (x,uév) , in LY(QY), as k — oo.

Then, passing to the limit in € — 0, we prove the existence of, at least, one
weak solution u” € H(QV) to the non-linear problem P(QY u,, f(x,uV)).
Third step. We shall prove the a priori estimate (independent of N) for u”

/QN (|VuN|2 + x¢ [uV [P + [h(x,u) - uN’) dx (2.36)

< Cs(L,8,2,0) (Iwdl3y 1 0y 1oy 19y +1) -

We point out that from assumptions (2.20) and (2.21),
|h(x,u) - u| < h(x,u) - u+ 2¢(x), (2.37)

for every u € R? and almost all x € ().

In the energy relation (2.27) satisfied by u?, we use assumption (2.19),
next we add |h(x,uN )-uly | to both sides of the resultant equation, we use
assumptions (2.21) and (2.26) and, also, (2.37) and we apply Young’s inequality
with a suitable £ > 0, and obtain

/ <|VuN\2 + xe[u™ "7 + |h(x, u) ~uN‘) dx <
QN

Co [ [ e (U0 [ 90N Pt ||g||L1<mg)} 7
QN QN

with Cg = Cy(4,v,0). Then, we use (2.24) and (2.25), and get

/QN (|VuN|2 + Xf‘uN|1+” + |h(x7 uN> . uND dx < Cqp (”u*HH%(Ll(O),Lz(O))

140 2
T oo 1P ey * 900 )
with C19 = Cio(L,d,v,0). Finally, once that 0 < o < 1, we can use the
algebraic inequality asserting that A+ A7 + 42 < C(A? + 1), for every A >0
and C a positive constant, to obtain (2.36).

Fourth Step. Now, for each N € N, we consider a sequence uj of weak
solutions to problems P(QY, u,, f(x,u))) and thus satisfying (2.36). In conse-
quence, using a standard diagonal process and that f(x, ufcv ) is a Carathéodory
function, we can choose a subsequence ukN k_such that

uivk —u, weakly in H'(Q%), as k — oo,
and
f (x, u,ICV’“) — f(x,u), in LY(QF), as k — oo,



for every R > 0 and u is a weak solution to the non-linear problem P(£2, u.,
f(x,u)), once we assume condition (2.26). In addition, u satisfies to the energy
estimate (2.23).

Fifth step. We proceed with a truncation and approximation argument to
deal with the general case, i.e., the case without condition (2.26). We shall
adapt the arguments of Brezis and Browder [10] (see, also, Bernis [8]). We
define the n-radial truncation h,(x,u) defined by

h, (x, 1) :{ h(x,u) if Jul <n,

h(x, (ncosf,nsinf)) if u = (rcosd,rsinf) and r > n.

It was shown in Vrabie [29], Lemma 3.4.3, that h,(x,u) is continuous and
bounded on u for almost all x € 2. Then

h,(x,u,) — h(x,u), foraa. xe€Q, as n— occ. (2.38)

Moreover, h,(x,u) also satisfies assumptions (2.20)-(2.22) and (2.26) with the
same functions g and Hjy;. From Step 4, it follows that there exists a weak
solution u,, of problem P (£, u,,f(x,u,)) and which satisfies (2.23) with C}
independent of n. Therefore, there exists a subsequence, which we still denote
by u,, such that

u, — u, weakly in H (Q), as n — oco. (2.39)

On the other side, we also have
/ |hn(X7 un) . un| dx S Clla
Q

with C; independent of n. Therefore, from (2.38), (2.39) and Fatou’s Lemma,
h(x,u) - u € L'(Q). Moreover, for any M > 0,

by (%, u,)[ < [h(x,w,)| < Hy(x), if [u,] < M.

On the other hand, if |u,| > M, then

M/ |hn(x,un)||cosﬁn\dx§/ |h, (x,u,) -u,|dx < Ci,
Q Q

where (3, (x) = angle(h,(x,u,(x)),u,,(x)). Then h,(x,u,(x)) cos 3,(x) is uni-
formly integrable since

/ |h,,(x,u,)| |cos 3, | dx g% —|—/ Hy(x) dx,
E E

for any measurable subset E of Q. Indeed, once we assume (2.22), given a & > 0,
we can choose 0 such that

/ Hy(x)dx < e if meas(E) < §
E

10



and taking M such that Cy1/M < e, we get that

/ ()| Jcos 3, | dx <2e.
E
Then, by Vitali convergence theorem, we conclude that

h,(.,u,(.))cos B,(.) —h(.,u(.)) cos B(.) in L*(2),

which proves that
h,(x,u,) — h(x,u) in LY(Q).

Then h(x,u) € L'(2) and u is a weak solution to problem P(2, u., f(x,u)).

Uniqueness. Let u; and us be two weak solutions. Then, according to
Definition 2.1, uy — uz € H}(Q2). Hence, f(x,u;) — f(x,uz) € H71(Q). But,
since (f(x,u;) —f(x,u2)) - (u; —uz) < 0, we can use a vector version of a
result due to Brezis and Browder [11] assuring that, if T € L1(Q) NH~1(Q2) and
u € HY(Q) are such that T'(x)u(x) > 0 a.e. in Q, then Tw € L*(Q) and

(T, u) g1y xmr () :_/QT(X)U(X)CZX

Thus

v [ 19 (01 — ug)? dx = / (F(x, m) — £(3, 1)) - (1 — ) dx
Q Q
which implies that
/ IV (11 — u)[? dx =0
Q

and from Poincaré inequality (2.17) we get the result. g

Remark 2.1 The above existence theorem admits many different variations
(0 > 1, case of =0, more general unbounded sets Q, etc.), but they are not

considered here. Qur presentation is strictly motivated by the results on the
localization effect.

3 On the localization effect

We recall that the existence of a weak solution having a finite global energy

E::/ (|Vu? + xglu|+7) dx,
Q

has been established in the previous section. The main result of this section is
the following, where we consider the constant strip (0, 00) x (0, L).

11



Theorem 3.1 Assume that £ satisfies (1.8) and (1.9). Then,

(i) if x¢ = oo (xg is given in (1.9)), u is any weak solution of P(Q, u.,f) with
finite energy E, then u(x,y) = 0 for x > da/, where ' = C(E,L,6,v,0) is a
positive constant;

(ii) if x¢ < 00, then there exists at least one weak solution u of P(Q, uy, ), with
a finite energy E, such that if a’ < z¢, then u(x,y) =0 for x > d';

(i) if, in addition, we assume f non-increasing, then conclusion (ii) holds for
the unique solution of P(Q,u,,f).

In order to prove the localization effect, it is useful to work with the associ-
ated stream function 1. We recall that due to the incompressibility condition
(1.5), there exists a function ¢ such that

u=1, and v=—¢,in Q (3.40)

(see, e.g., Feistauer [16], Theorem 2.5.1). In this way, by classical methods
(see, e.g., Ladyzhenskaya [23], Section 2.3), we can reduce the study of problem
P(Q,uy,f), to the consideration of problem P, referred in (1.10), where the
pressure term does not appear anymore.

The notion of weak solution is adapted to the information we have on func-

tion f(x,v,, —1,).

Definition 3.1 A function 1 is called a weak solution of problem Py, if:
(i)¢€H2( ) £(x, wy, —1,) € LH(Q);

(ii) $(0.y) = [§ u(s)ds, 55(0.y) = vu(y) fory € (0,L). ¥(x,0) = ¥(x,L) =
‘%’ 2 (x, 0) ‘%’ S(x, L) = O for x € (0,00) and 1(0,0) =(0,L) =0

(m) ), |V¢| — 0, when © — 00;

() v [o MDD dx — [o (fi(x, 0y, —0,)b, — fa(%,%y, —1b,)0,) dx =0, for all
¢ € H3(2) N Wl’oo(Q) with compact support.

Lemma 3.1 If u is a weak solution of problem P(Q, uy,f) in the sense of Def-
inition 2.1, then v, given by (3.40), is a weak solution of problem Py in the
sense of Definition 3.1.

Proof. The only difficulty takes places with verifying (iv). However, given
¢ € H3() N WI’OO(Q), we construct ¢ = (¢1,¢,) with divep = 0 such that ¢ is
the current function associated to ¢ = (¢1,¢s), i.e., 1 = ¢, and @y = —¢,.
Then we get

Q Q

Integrating by parts the first and fourth terms in the first integral, where we
use the density of C3°(2) in H3(£2), we obtain the desired result. m

Remark 3.1 The ezistence and uniqueness of a weak solution 1 to problem Py
can be proved by different techniques without invoking to the problem P (), u,, f).
For some results of this nature see, e.g., Bernis [8], Grisvard [20], Lions [24]
and the references therein.
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To establish the localization effect, as stated in Theorem 3.1, we will apply
the so-called energy methods for free boundary problems (see [5]) introduced by
Antontsev [1], improved by Diaz and Véron [14, 15], and extended by several
authors amongst whom is Bernis [6].

We shall use here the technique of integrating over a family of variable half-
planes, which requires zero boundary conditions. We observe that the only
non-zero boundary condition in problem P (£, u,,f), or problem Py, is on the
boundary z = 0. Thus, following [6], we are lead to introduce a weighted
function which will cancel the terms on this boundary. For m > 2, let

0 if x <a,

Px)(z —a)f = { b(x)(z —a)™ if x> a,

where a > 0 is a variable parameter and v is a weak solution of Py. This
function is not, in general, an admissible test function, because €2 is unbounded.
Following Bernis [7], Appendix II, we approximate p(x) = (x—a)]" by a sequence
pr(r) = kmE((z — a)/k), with € € C(R) N C?(0,00) and

0 ifz<O,
fz)=4 2™ fo<z<i,
1 ifz>1.

Due to the fact that m > 2, it is possible to show that p, € W2>°(£) and thus
¥(x)py () is already a test function. Moreover

0 <D'py(z) < Dipy(a) <... <Dipyla) < Dipjyq() < ... (3.41)
and

Dip,(z) = mim—1)...[m— (i — D]z —a)]", as k— oo, (3.42)

forallz >0, m >2,0<i<mandi¢ <2 Thus, we can prove the following
result.

Lemma 3.2 Let ¢ be a weak solution of Py with E finite. Assume that f
satisfies (1.8) and (1.9) with x¢ = oo. Then, for every a > x4, and every
positive integer m > 2,

min(v, 6) / (D22 + [, |"+7) (& — a)dx < (3.43)
Q

2mu / Al (& — @)™ Ldx + 2m /Q iy [452,|( — @)~

Fm(m — 1) /Q APl ( — @)™ 2dx,

2,012 _ 2 2 2
where [D*Y|° = by, + 25, + Py,

13



Proof. Taking ¥ (x)p;(z) as a test function in Definition 3.1, applying the
Leibnitz formula and using assumptions (1.8) and (1.9), we obtain

v [ (0P d [ 10,1 pyx < (3.44)
Q Q

—2V/ Awwzp%dx—u/ Nppplldx.
Q Q

The study of the first term on the left-hand side requires an integration by parts
leading to

[ butpprix= [ 2 pedxt [ 0,0
Q Q Q

where we used a regularization procedure on ¥. Then from (3.44), it comes

v [ 0PPox s [ i, <
Q Q

2 [ Bvvpiix -2 [ v sdx -y [ Sovfx
Q Q Q

We take the minimum on the left-hand side and apply modules. Finally, (3.43)
follows from (3.41), (3.42) and the theorem on monotone convergence.m

In the first term of left-hand side of the inequality (3.43), it arises the energy
type term which depends on a

Eyn(a) = / (D22 + [y [+ (& — a) T dx.

We observe that Ey(0) = E (recall that x¢ = 00).

The mentioned technique, as introduced in [6], has, as main goal, to get a
differential inequality for E,,(a) leading to the vanishing of F,,(a) (and then of
) for a large enough. Notice that a simple differentiation leads to the relations

dEn(a) )
da da?

The crucial part of the technique consists in to use the non-linear structure
of the equation in order to get some differential inequality. To this end, a
fundamental role will be played by two inequalities. The first, is a weighted
Gagliardo-Nirenberg inequality derived in [6], Appendix I, from Nirenberg [25],
Lecture II.

= —mF,_1(a) and =m(m—1)E,,_2(a).

Lemma 3.3 If j, k, | are integers with 0 < j < k, k > 1 and ! > 0 and
1<p<ooandifl <r<p, then

/ |DIu|P(x — a)ldx < (3.45)
Q

e (/Q [D*uff(z - “)ldx)e (/Q ul" (x — a)ldx)plre 7
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once that the integrals of the right-hand side exist, where 0 is given by

1 j 1 k 1

=_J - - 1-0)-

» 2+l+9(p 2+l>+( gr
and 012 2012(j7k7lvp7r)'

Here, D*u denotes the vector of all derivatives of order k, with k integer
non-negative and

dlely,

ID*ul> = " [Duf?, where D%y = oy

|| =k

and |a] = a1 + as.

The second, is a Hardy type inequality derived in [6], Appendix I, from Hardy
et al [21], Theorem 330.

Lemma 3.4 If1 <p < oo, >0 and u is bounded in a neighborhood of x =0,

then »
/ lulP(z — a)ldx < <p) / lug|P(z — a)*Pdx, (3.46)
o 1+1) Jq

once that the integrals of both sides exist.

After the differential inequality has been obtained, the following auxiliary
result, a direct consequence of [7], Appendix III, leads us to the conclusion.

Lemma 3.5 Assume that the fractional differential inequality
Ep(a) < C(Em-p(a))”

holds for all a > x4 > 0, where 0 < p < m < w, C is a positive constant and
pu> 1. Assume E,,_,(a) is finite for any a > x4. Then, the support of Ey(a) is
a bounded interval [0, a*] with a* < a' and where

a = (w—m+1)CTE D Eww and w = % (3.47)

-
So, we arrive at the more difficult part of the proof of Theorem 3.1.

Lemma 3.6 Let ¢ be a weak solution of Py and assume f satisfies (1.8) and
(1.9) with x¢ = co. Then, the following differential inequalities hold for a > x,:

Epn(a) < Ci3 (Ep—2(a)!, for every integer m > 3, (3.48)

and
Eg(a) < CEO(a) + Cia (E()((L))M , aif m=2; (349)

where Ci13 = C13(L,m,0,v,0), C1q4 = C14(L,0,v,0) and p = p(m, o) are posi-
tive constants, with C an absolute constant, p > 1 and x4 given in (1.9).
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Proof. We rewrite (3.43) as
min(v, §)Ey,(a) < 2mvly + 2muls + m(m — 1)vis. (3.50)

Now, let us estimate Iy, Iy and I3 in terms of E,,(a) and E,,_s(a).

At this point, we have to distinguish two different cases.

Case m > 3. Applying Cauchy’s inequality with ¢ € (0,1) to each one of
these terms and then adding up the connected terms, (3.50) comes

m(m — 1)

v
I 51
oe 32, (3.51)

min(v, §)Ey,(a) < m(m + )veE,,(a) + %122 +
where
I ::/ |V (z — )T 2dx and I3 = / QAQ(x—a)T_‘ldx. (3.52)
Q Q

Applying the weighted Gagliardo-Nirenberg inequality (3.45) to 2 for the func-
tiony ,with j=1,k=2l=m—-—2,p=2and r =1+ o, we get

1—-6
2 140

[
< Cos ([ 070G a2 i) ([ opeeo-artax)

where
210+0)+ (1 —0o)m

41+0)+(1—0)m
and Cy5 = C15(m, o). Notice that 0 < 6§ < 1, because 0 < o < 1. Applying the

Poincaré inequality (2.17), with p = 1 + o to the term fOL [Y|*ody and then
the inequality A“B? < (A + B)**# where A, B > 0,

0= (3.53)

I < Ci5 (W)Q(l_e) (Ep_o(a))", (3.54)

where o(1
(1-o) > 1,
41+0)+(1—0)m

because 0 < o < 1. Now, applying the Hardy type inequality (3.46) to I35 for
the function v, with l =m — 4 and p = 2

2 \? -
I3 < (m—3> /Q|1/JI|2(x—a)+ 2dx.

Because [¢,]? < |[V|?, Isa < 4/(m — 3)?I52, then from (3.54)

=1+ (3.55)

2(1-6)
asz (2) By, (3.50

™

I3 <
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where 6 and p are given by (3.53) and (3.55), respectively. Then, from (3.54)
and (3.56), (3.51) comes

1
min(u, 5)Em(a) < 5016Em(a) + g017 (Em_g(a))” R
where Ci6 = Ci(m,v), Ci7 = Ci7(L,m,v,0) and m > 3. Choosing ¢ =

min(v, 6)/(2C6), we achieve to the fractional inequality (3.48), which is valid
for every m > 3 and where

Ci3 =4C15 (3.57)

s

m2(m +1)(m? —4m +7) v? A
(m —3)2 min?(v, §) ( )
and Cis, given immediately after to (3.53), is the constant resulting from
Gagliardo-Nirenberg inequality (3.45).
Case m = 2. In this case, we have only to worry about with the term I3,
because for the other terms the above estimates remain valid. For m = 2,

I = / A dx,
Qq
where Q, = (a,00) x (0,L). Applying Cauchy’s inequality with ¢ € (0,1) to
I3 and proceeding in the same manner for the other terms as in the preceding

case, but taking m = 2, we obtain the analogous inequality from (3.51)

2
min(v, §)Eq(a) < dveFEs(a) + 2veEy(a) + ?UIQQ(mZQ) + 2132(7”:2), (3.58)

where
122(771:2) ZZA |V1/)|2 dx and I32(m:2) I:/Q wQ dx. (359)
Taking m = 2 in (3.54),
2(1-6)
Iyo(m=2) < C18 <7T> (Eo(a))", (3.60)
where, from (3.53) and (3.55), respectively,
6 d 1 (3.61)
= n = .
3+o e h=3 +o0o

and Cig = Cy5 with m = 2. Applying Poincaré inequality (2.17) to the term
L
fo W’|2 dy of ISQ(m:Q)u ISQ(m:Q) < (L/W)2122(m:2) and from (3.60),

2(1-6)+2
132(m:2) S 018 <7T> (Eo(a))u . (362)
Then, (3.60) and (3.62), (3.58) yield that

min(v, §)Bs(a) < eCho(Ba(a) + o)) + %cgo (Eola))", (3.63)
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where C1g = Cig(v), Cog = Coo(L,v,0). Now, if we choose ¢ = min(v,
0)/(2C19) in (3.63), we come to the differential inequality (3.49), where

HOICRS

with 6 and p given by (3.61) and C1s immediately after.g
Proof of Theorem 3.1. We start with the case xy = co. Taking m = 4 in
Lemma 3.6, we have the fractional differential inequality

Ey(a) < Ca (Ex(a))”,
where from (3.53), (3.55) and (3.57), respectively,

o=t cu—160,— Y
Ty M 1 min?(v, §)

3—o 5—o V2 (L\
0= s W= 4 and 021 = 2240 CQQM (7‘(‘) (364)
and Coy = Cy5 with m = 4. One can easily see that, due to 0 < o < 1,
1/2 <6 <3/4and 1< u<5/4. Using Lemma 3.6 with m = 2 and because of
the finiteness of E, we can easily see that Es(a) is finite. Then from Lemma 3.5,
with m =4, p =2 and w = 8/(1 — o) + 2 > 4 = m, the support of Ey(a) is a
bounded interval [0, a*] with ¢* < a’ and where, from (3.47) and (3.64),

7 o 2 1—0o
a = fto Cy}t7 E7GTa .
l1—-0

Then
Ey(a) = / (|Vu|2 + |u|1+") dx =0

for a > o', which implies © = 0 and v is constant almost everywhere for x > a.
Finally, from (1.2), v = 0 in the same domain.
Assume now that ¢ < co. Then we construct a weak solution in the follow-

ing way
[ ux) ifzx<d
u(x)—{ 0 ifxz>ad,
with 1(x) weak solution of P(Q,u,, f) with ¢ = co. By the proof of the above
case and the assumption a’ < x¢, we get that u(x) is a weak solution of the
original problem P(Q,u,,f).m

Remark 3.2 Obviously, we obtain an analogous localization effect if we replace
the role of variables © and y for the study of unbounded sets of the form Q =
(0,L) x (0,00) , and if we modify correspondingly the condition(1.8).

Remark 3.3 In the case of 0 = 1, the above arguments lead to the inequality
En(a) < CEp_s(a), fora> x4,

and then an exponential decay is derived (this type of decay is optimal). The ex-
ponential decay estimate is derived using differential inequality techniques analo-
gous to those developed by Knowles [22] and Toupin [28] in their energy approach
to the investigation of the Saint-Venant’s Principle in classical elasticity theory.
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Remark 3.4 The localization effect can be extended to the limit case o = 0
following the approach presented in Diaz [12].

Remark 3.5 The main result of this section can be applied to the family of
stationary problems obtained by implicit discretization of the parabolic problem

MMty Au, = f(x,u,) ~ Vp, inQ,
divu,, =0 in Q.

A direct proof of the localization effect for the non-discretized parabolic problem

will be given by the authors in [4].

4 The non-constant semi-infinite strip

In this section we prove that the localization effect holds for domains of the type
Q= (0, 00)x (L1(z), La(x)), where the functions L; and Ly are smooth enough
and Li(z) # Lao(x) for all z > 0. In this case, equations (1.4) and (1.5) are
appended with the boundary conditions (2.13) and (2.14) and the compatibility
conditions are, now, (2.15) and (2.16). The condition at infinity is the same,
(1.3). The assumptions on f are, mutatis mutandis, the same, (1.8) and (1.9).
The main difficulty in this case is the applicability of the weighted Gagliardo-
Nirenberg inequality (3.45) and the Hardy type inequality (3.46). But, as it is
known, these inequalities still hold for any domain which can be mapped, by a
sufficiently smooth mapping, in a one-to-one way onto a product-like domain.
So, if we consider €2 such regular, we can prove the same localization effects for
any weak solution of this problem. The correspondent result of Lemma 3.6 is
the following one.

Lemma 4.1 Let v be a weak solution of Py and assume f satisfies the adapted
conditions (1.8) and (1.9) for this case. Assume also (2.11), (2.12) and addi-
tionally
Ly ()], |Ly(x)] < L, (4.65)
LY (@)], [Ly(x)] < L, (4.66)
for any x > 0, where L' and L" are positive constants. Then, the following
differential inequalities hold for a > x4:
En(a) < Co3 (Ey_o(a))t, for every integer m > 3 (4.67)
and
Ez(a) < CEg(a) + Cay (Eg(a))", if m=2; (4.68)

where Cog = Cos(L, L', L" ,m,0,v,0), Coy = C(L,L',L",5,v,0) and p = p(m,
o) are positive constants, with C' an absolute constant, p > 1 and x4 given in

(1.9).
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Proof. Case m > 3. Proceeding as we did in the proof of Lemma 3.6 and
using the assumptions (1.8) and (1.9), we obtain the analogous of (3.51)

m(m — 1)v
2e

where Iso and I35 are given in (3.52) with Q = (0,00) x (Li(x), La(x)). Let us
make the following change of variables x = &, € = (&, 7), on Iz and on I5a,

La(€) — La(§)
L

where L is a positive constant and & € Q(€) = (0, oo) x (0, L). Notice that
(2.11) and (2.12) makes this possible and we have

Y, = e —yey, ', and ¥, =y, ', (4.71)

Using (4.71) and assumptions (2.12), (4.65) and (4.66) on I and on I3 and
then using (3.54) and (3.56), we obtain from (4.69),

min(v, §)E,(a) < m(m + 1)veE,,(a) + %122 + I, (4.69)

z=¢ and y= n+ Li(), (4.70)

min(v, 8) B (a) < £Cas Em(a) + éc% (Ema(a)” (4.72)

where Cos = Cos(m,v), Cog = Cos(L, L',m,v,0),m > 3 and
Enn(a) = / o (DPDEME + I, (€ ) 7) € o) e

Now, we come back to the original variables (z,y) making the inverse change of
variables of (4.70) in &,,—2(a)

y— L1(x)
R EE A

After we made use of Cauchy’s inequality, assumptions (2.12), (4.65) and (4.66)
and Poincaré inequality (2.17), (4.72) comes

=z and n= (4.73)

min(v, 8)E,,(a) < eCosEp(a) + 2027 (Epm_2(a))t,

where, now, Co7 = Co7(L, L', L" ,m,v,0) and m > 3. Choosing € = min(v,d)/
(2C35), we come to the fractional differential inequality (4.67), where

m2(m+1)(m2 —4m+7 V2 L) 249
Ca3 = 4vCi5 ( I ) ) () ;

(m —3)? min?(v, §
with 6 given by (3.53), p by (3.55), C15 immediately after to (3.53) and
- 7(L7L17LH7U) (474)

results from the changes of variables (4.70) and (4.73).
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Case m = 2. Here, the analogous of (3.58) is
. 2v v
IIllIl(I/, 5)E2(U,) S 41/8E2(CL) + 2V€E0(Cl) + ?Igg(ng) + g[32(m:2), (475)

where Iys(m—2) and I3a(,—2) are given in (3.59) with Q, = (a,00) x (L1(x),
La(x)). For Ipp(m—2) We can obtain an estimate in the same manner as for
the previous case. For I3o(,,,—2), we use Poincaré’s inequality (2.17) in order to
obtain Iyy(;,—2) and then we can use the already known estimate. Then, we
come back to the original variables, by the change of variables (4.73). Thus, we
obtain from (4.75),

min(v,d)Fa(a) < eCos(Ea(a) + Ey(a)) + éng (Eo(a))",

where Cag = Cag(v), Co9 = Cag(L, L', L",v,0). Now, choosing ¢ = min(v, )/

(2C58),we achieve to (4.68), where
N2 2 1\ 2(1-0)
() [wwa ()
T min“(v,d) \ 7

where 0, C1s and p are given by (3.61) and ~ is given by (4.74).m
Using exactly the same justifications that we did in the proof of Theorem 3.1,
we can prove the following result.

1
C= bR C24 =16vC1g

Theorem 4.1 Assume f satisfies the adapted conditions (1.8) and (1.9) for
this case. Assume also (2.11)-(2.12) and (4.65)-(4.66) are satisfied. Then:
(i) if x¢ = 0o (x¢ is given in (1.9)), u is any weak solution of P(§), uy,f) with
finite energy E, then u(z,y) = 0 for x > al., where

2 1o v? L\ =
7 B3GTe) Oy (=
Csp” B2GF | Oy = CglmiHQ(u,é) (w) ;

, _T+o

anc

l1—-0
with Cs1 = C31(L, L', L",0) a positive constant;

(i) if x¢ < 00, then there exists at least one weak solution u of P(, u, ), with
a finite energy E, such that if al,. < x¢, then u(x,y) =0 for x > al;

(iii) if, in addition, we assume £ non-increasing then conclusion (i) holds for
the unique solution of P(Q, u, f).
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