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Abstract

In this note we study a basic propagation criterion for quasi-static crack evolution
in Mode III. Using classical techniques of complex analysis, the assumption of stable
growth is expressed in terms of the parameters defining the elastic field around the tip.
We explore the consequences of the local condition obtained and analyse its role as a
crack propagation law. In particular, we herein extend to bounded domains a number
of results previously obtained for the whole plane.

1 Introduction

The present work deals with some fundamental questions in linear elastic fracture mechanics
in its simplest framework; namely, out of plane fields, brittle homogeneous materials, quasi-
static propagation and Griffith’s dissipation model. The starting point is the following basic
question: how the shape of a growing crack is determined by the local field around the tip?
This problem is intimately related to that of finding a suitable propagation criterion. There
is a huge amount of literature about this subject, and we shortly review a few previous
contributions to establish a reference for the forthcoming discussion.

To our knowledge, one of the most widely accepted criteria is the so-called principle of
local symmetry. It was proposed by Goldstein and Salganik in [7] and later analysed by
Cotterell and Rice in [3]. For quasi-static propagation in a two dimensional in-plane elastic
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field, it can be formulated as follows: the crack grows along the path that cancels the Mode
II stress intensity factor, so that:

KII = 0 . (1)

This equation is added to the energy conservation law, expressed in terms of the stress
intensity factors through the celebrated Griffith-Irwin relationship:

1
Y

(
K2
I +K2

II

)
= κ . (2)

Here κ is a material constant defining the amount of energy per unit length that has to
be provided to open the crack; Y is the Young modulus. Both scalar equations provide
conditions linking the path shape and the applied loads through the parameters defining
the strength of the field near the tip; a criterion with this property is therefore termed
local. Notice that the left hand side of (2) represents the so-called energy release rate for a
crack propagating smoothly, ie. without kinking or branching. The principle completes the
mathematical formulation of the free boundary problem, since we have two scalar equations
to find the evolution of a plane curve. Nevertheless, it is not physically complete, because
we are imposing the artificial constraint of path smoothness.

Another well-known local criterion is the maximum energy release rate principle. In
our view, it is the most straightforward way to approach the problem from basic physical
principles. Consider a family of virtual extensions γα(t) of the actual crack configuration.
In this setting, t ≥ 0 is a parametrisation of the extended curve, α defines the specific curve
of the family and γα(t) represents the tip of the extended crack at “time” t. Let ∆E(t;α)
denote the amount of mechanical energy released along this virtual extension and ∆Q(t;α)
the amount of dissipation involved (ie. minus the work that must be done to break the atom
bonds on crack faces). We can say that the evolution along the path ∆Γα := {γα(t), t ≥ 0}
is possible if the following inequality holds for some small enough δ > 0:

−∆E(t;α) ≥ ∆Q(t;α) ∀ t ≤ δ . (3)

If we have a strict inequality in (3), the crack evolution turns to be unstable, and other
physical ingredients should enter the picture, for instance the kinetic energy flux. On the
other hand, we say that a crack configuration is stable if the following condition holds: “For
all virtual extensions ∆Γα, there exists some δ > 0 such that:

−∆E(t;α) ≤ ∆Q(t;α) for all t < δ ." (4)

Consider now two cases of this inequality. For a finite extension, ∆Q(t;α) is always greater
than zero (we have to do negative mechanical work to break the bonds on crack faces). On
the other hand, ∆E is always negative (elastic energy decreases with crack growth). We
consider the following limit for a fixed α:

L(α) := lim
t→0

(
−∆E(t;α)

∆Q(t;α)

)
. (5)
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If L(α) is strictly greater than 1, according to (3) unstable growth along this path will take
place. On the other hand, if it is strictly lower than 1 we say that crack growth along this
way is not possible. According to this, we say that the curve evolves in a quasi-static or
critical regime if it satisfies the stability condition (4) and at each configuration there exists
some α with L(α) = 1 (critical growth).

When Griffith’s model enters the picture, the dissipative term is proportional to the
length of the extended crack, that is ∆Q(t;α) = κl(t). Therefore, the limit in (5) is written
as:

L(α) = lim
t→0

(
−∆E(t;α)

κl(t)

)
=:

1
κ
G(α) , (6)

where G(α) is the energy release rate. In order to check that the critical growth condition
is satisfied, we must ensure first that there are no possible unstable directions along other
paths. This leads us to the following inequality:

G(α) ≤ κ . (7)

Then, if a crack propagates under a critical or quasi-static regime, the growth directions
are defined as follows:

α∗ = crack growth direction⇒ G(α∗) = max
α

G(α) . (8)

This is the so-called maximum energy release rate criterion.
In this note we start by reviewing the role of the configurational force (6) as a basic

object to determine the path of a quasi-static growing crack in Mode III. In Section 2 we
show that this concept alone is not enough to define the shape evolution in an out of plane
setting and a more precise study of ∆E should be done. In Sections 3 and 4 we resume the
picture presented in our previous work [14, 15], where a basic condition for crack stability
called the anti-symmetry principle was obtained for an unbounded domain, and give some
further insight about the kind of crack propagation law obtained. In Section 5 we analyse
the case of a bounded domain, not considered in [14, 15], and the main differences with the
former one are pointed out.

2 The role of the driving force in crack direction.

The discussion in the previous Section indicates that the function G(α) in (6) has to be
computed in the first place. This task was performed by several authors and it is worth
to review some of these works here. Let us parametrise the crack growing direction by the
number α := ϕ/π, where ϕ is the kinking angle with respect to the initial crack. Consider
first some theoretical formulae for this quantity. In the analysis of the energy released for a
virtual crack path, we have the well known Eshelby-Rice-Cherepanov J integral for straight
extensions (cf. [16]). Explicitly, for α = 0 we have that:

G(0) = J1 (9)
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where J1 (formula (68) in [16]) is the component, in the direction parallel to the existing
crack, of the vector given by (summation on repeated indices is assumed):

Jk :=
∫
C

(U nk − σijui,jnj) ds , (10)

where |~n| = 1 is normal to C (a Jordan curve surrounding the crack tip), U is the elastic
energy density, σij are the components of the stress tensor and ui is the displacement field.
In pure Mode III, (10) reduces to the expression:

Jk =
∫
C

(U nk − σ3ju3,jnj) ds (j, k = 1, 2) .

Thus, J1 gives the energy release rate for a straight extension of the preexisting crack.
Nevertheless, (9) tells us nothing for other virtual directions of propagation. It should be
pointed out that in Rice’s article, the quantity J is not considered as a vectorial force.

More recently, Gurtin introduced the vector (10) in [8, formula (4.6)] with a different
notation. This may be considered as a natural generalization of (9) when the coordinate
axes are not parallel to the crack direction. The formula for G turns to be:

G = ~J · ~e , (11)

where ~e is a unit vector in the direction of (quasi-static) motion. This expression suggests
that ~J is a mechanical force yielding the energy released for arbitrary directions of motion,
while freezing the actual configuration. But this is not the case, since (11) is only valid for
smooth extensions of the initial crack. Then it is not possible to give ~J the status of a force
as a “gradient” of some free energy.

Let us see that (11) gives a wrong answer when ~e is not pointing in the direction of the
current crack configuration. For this kind of “kinked” paths in Mode III the stress intensity
factor was obtained by Sih [17] applying uniform loads at infinity. By the well-known
Griffith-Irwin relationship, we can apply this result to compute the energy release rate for
different directions:

G(α) =
K2

2µ

(
1− α
1 + α

)α
α := ϕ/π , (12)

K being the stress intensity factor for the initial configuration, and µ the shear modulus.
In Figure 1 we see a comparison between the true energy release rate and the one obtained
using ~J as a generalised force in (11).

It is to be noted that, even if ~J cannot be used as a good reference for the work done by
the elastic forces, it shows correctly that the best direction to release energy is the same as
the one defined by the preexisting crack (for Mode III). We conclude that the “crack driving
force”, or more precisely the first order variation of the energy, is not enough to determine
the crack geometry: any smooth curve is compatible with the condition of maximum G
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Figure 1: The energy release rate for different growing directions.

imposed in (8). On the other hand, in addition to the well-known Griffith’s balance during
critical growth

G(0) = κ (13)

it is certainly useful to establish a necessary condition for the stability of the crack config-
uration.

3 The energy functional for kinks and straight extensions

In the previous Section we showed that in Mode III we should study the energy released
functional in more detail to find a complete crack evolution law from first principles. We will
now summarize the results obtained in [14] where the energy released for a finite extension
of the crack is expanded in terms of crack length and more information about crack direction
is obtained. We refer to that article for any technical detailed not included here.

3.1 The boundary value problem

The energy release rate for different growing directions, shown in (12), was obtained in [17]
for an initially rectilinear crack in the plane, subjected to uniform loading at infinity. This
boundary conditions define a local field that is probably not rich enough to capture the
growing directional preference. To overcome this (possible) drawback, we considered the
semi-infinite straight crack as initial configuration with an arbitrary displacement field u0

around it, satisfying the equilibrium equation with no tractions on Γ0:

∆u0 = 0 in R2 \ Γ0 , (14)
∂nu0 = 0 on Γ0 . (15)
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We also add the finite energy condition around the tip, for some r > 0:∫
Br(tip)

|∇u0|2 <∞ . (16)

Once the crack is extended, similar conditions hold for ul together with the “matching
condition”:

|ul − u0| → 0 uniformly at infinity (17)

0u u l

0uu l ~

Initial Configuration Final configuration

at infinity

ϕ=απ

Figure 2: Problem setting

Notice that in this case we are using t ≡ l =length of the crack extension to parametrise
the displacements. In this way, the elastic field at infinity is fixed during crack advance
and there is no mechanical work of the applied loading. The function ul satisfies a mixed
boundary value problem and it is well defined for a given initial field and crack configuration
Γl (cf. [14] for the details).

Using basic properties of harmonic functions we write the field as the real part of an
analytic function η0:

u0 = Re [η(ζ)] η0 analytic in C \ Γ0 .

Taking into account the assumed Neumann homogeneous condition, it follows that η′0 is
such that:

η′0(ζ) =
∂u0

∂x
− i∂u0

∂y
⇒ η′0 real on Γ0.

The initial configuration may be carried to the upper half plane by the elementary map

f0(z) = −z2 (18)

Consequently, the complex function given by

h0(z) := η0(f0(z))
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Figure 3: The map f0.

may be extended analytically by symmetry to the whole plane, and then:

h0(z) =
∞∑
n=0

cnz
n cn ∈ R .

Therefore, u0 admits the following convergent expansion:

u0 = Re
[
h0

(
f−1
0 (ζ)

)]
= c0 − c1r1/2 sin (θ/2)− c2r cos (θ) + . . . (19)

where
ζ = reiθ f−1

0 (ζ) =
√
−ζ

We thus take (19) as the most general initial local field.

3.2 Kinked configurations: conformal mapping

For a given angle ϕ we compute an expansion of the Energy released:

fl (z) := − (z − a (l))1−α (z − b (l))1+α , α := ϕ/π (−1 ≤ α ≤ 1) (20)

where:

a (l) := −
√
l

(
1− α
1 + α

) 1+α
2

, b (l) :=
√
l

(
1 + α

1− α

) 1−α
2

. (21)

This map sends the upper half plane H onto the set C\Γl as shown in Figure (4). It can be
extended to the whole complex plane outside the interval [−a(l), b(l)] and has the following
properties:

fl (R) = Γl and fl ([a, b]) = ∆Γ

Using the same arguments as before for ul = Re [ηl(ζ)] we can show that the complex
function

hl(z) := ηl (fl(z))
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is analytic in the whole C and therefore can be expanded in powers of z:

hl(z) =
∞∑
n=0

cn(l) zn, cn(l) ∈ R.

We conclude that ul admits the following expansion in terms of some real coefficients cn(l):

ul = Re

[ ∞∑
n=0

cn(l)
(
f−1
l (ζ)

)n]
, ζ ∈ C \ Γl. (22)

3.3 Relationship between cn and cn(l)

Using analyticity, Neumann boundary conditions and the asymptotic matching condition
at infinity we can show that

cn (l) = cn + (n+ 1) cn+1b0 (l) +O (l) , (23)

where b0(l) = −1
2 ((1 + α)b(l) + (1− α)a(l)) is obtained from the expansion at infinity of

the conformal map:

Fl(z) = f−1
0 ◦ fl(z) =

√
(z − a (l))1−α (z − b (l))1+α

= z + b0 (l) +
b1 (l)
z

+
b2 (l)
z2

. . . z →∞ . (24)

Notice that for α = 0 we have that a(l) = −b(l) and then b0(l) = 0.

lu

f
l

ζ

Kinked Configuration

ϕ
∆Γ

f
−1

0

F
l

z

Upper half plane

a b

a’’ b’’

a’

b’ o

o’

o’’

Figure 4: f−1
0 , fl and Fl
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On the other hand, Fl has the following scale invariance:

Fl (z) =
√
lF1

(
z/
√
l
)
⇒ bn(l) =

√
lbn(1)

and may be extended to the lower half plane, being a sectionally holomorphic function in
C \ [a, b].

3.4 Complex formula for the energy released

An important tool in [14] is the energy formula

∆E =
µ

4i

∫
C
h′l(z)h0 (Fl(z)) dz , (25)

where C is any simple closed curve surrounding the interval [a, b] in the complex plane. By
the analytic properties of hl , h0, and the expansion for Fl we have that:

∆E =
µ

4i

∫
C

∑
j=1

l
j
2 j cj (l) zj−1

 (∑
k=0

l
k
2 ck (F1 (z))k

)
dz , (26)

where C encloses the interval [a(1), b(1)].
The first term of (26) is given by

−∆E = l
µπ

4
c21

(
1− α
1 + α

)α
+O

(
l3/2
)
.

This provides a formula for the energy release rate in terms of the kinking angle:

G(α) = lim
l→0

(
−∆E

l

)
=
µπ

4
c21A(α) .

This is the same behavior as that in (12), already obtained by Sih in [17] for uniform stresses
at infinity. We can see that even if we take a general equilibrium field around the tip, it
is not possible to obtain the crack deviation from the initial configuration by using the first
order expansion for the energy released. Therefore, we must look at the energy functional
in more detail.

3.5 One more term in the expansion

Using the complex formula for the energy released, the first two terms in the expansion are
given by

−∆E(α) =
µπ

4
c21A (α) l − 4µπ

3
c1c2B (α) l

3
2 +O

(
l2
)

(27)

9



−1 −0.5 0 0.5 1
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14
−∆E(α)

 

 

l=0.1, c1=c2=1

α
max

Figure 5: Two terms in the Energy expansion: the optimal angle.

where

B (α) :=
αA (α)

3
2

√
1− α2

.

If we compute the maximum of −∆E in terms of α for a fixed l, the optimal angle has
the following asymptotic behaviour for l→ 0:

αmax = −4
3
c2
c1
l1/2 + o(l1/2). (28)

This suggests the following initial shape for c2 6= 0:

x2 ≈ −
4π
3
c2
c1

(x1)3/2 , x1 > 0. (29)

The contribution of the extra term introduces a singularity in crack curvature at that point.
There is an interesting consequence of the analysis: the term of order l3/2 in (27) has no
influence on the total amount of energy released by the body for a finite extension of the
crack, but it has a strong influence on crack geometry.

It has been recently pointed out to me ([1]) that there is an interesting connection
between this fact and some properties of the minimisers of the so-called Mumford-Shah
functional [12]. The behaviour (29) is heuristically proposed as a singular energy minimiser
when the tip is located at x1 = 0 (see [12, Section 3]). The problems are not exactly the
same, since for Mumford-Shah this cuspidal crack tip appears at the end of the curve and in
our problem the singularity occurs between the initial crack tip and the optimal extension.
Nevertheless, it seems that there is a close relationship between the optimal shapes for both
problems.
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3.6 Understanding the outcome for straight kinks

Angle growing preference should be selected in such a way that the body is able to release the
maximum amount of energy, provided the cost of bond breaking is the same in all directions.
An intuitive way to look at our result is to check that the crack opening is larger in the
direction defined by (28). Let us take first c1 = 1, c2 = 0, that is, a purely antisymmetric
field. The comparison for different angles in the left of Figure 6 shows the preference of the
α = 0 direction when l = 0.1. On the other hand, if we add a symmetric contribution to
the initial field with c2 = 1, we obtain the pattern for the opening displacement shown on
the right side of Figure 6.
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Figure 6: Crack opening displacement.

Notice that for α = −αmax the opening is the lower one. On the other hand, the
direction given in (28) is optimal among the three for maximum opening. The field was
computed analytically, using the conformal map (20), the values c1 = c2 = 1 for the initial
field, l = 0.1 and c1(l) = c1 + 2b0(l)c2 for the expanded crack field (cf. (23)).

4 Arbitrary extensions as virtual paths

Kinked configurations are useful to quantify the deviation when we allow the crack to
perform a sudden jump of length l. Nevertheless, the results show that this kind of abrupt
change in direction is not admissible if the crack extends continuously; for vanishing lengths
the optimal angle deviation must then go to zero. In this Section we will use the limit shape
suggested by (29) to construct suitable trial paths in order to derive more precise conditions
for crack stability. The technical details can be followed in [15].
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4.1 Loewner evolutions

It is possible to generate the shape x3/2 by means of a suitable conformal transform using
the chordal Loewner equation for slit maps on the upper half plane (see [11]):

∂tFt (z) = −2∂zFt (z)
z − ξt

, F0 (z) = z. (30)

f (   )=
0

−1

γ =F (I )

[        ].

z ζ w

(−ζ)1/2ζ

o b’

o’a’ a"

o"

b"

∆Γ

t

f (z)t

F(z)t

t t t

ξ( )

a(t) b(t)

Figure 7: The conformal map Ft

Let us assume that f−1
0 (∆Γ) is parametrised in a one to one way by γ : t 7→ H. We

denote the evolution of the tip as γ (t) and the whole set of the crack extension up to time
t by γt. By (30), it can be shown that each map Ft : H 7→ H\γt is normalized as follows:

Ft (z) = z − 2t
z

+
b2 (t)
z2

+O
(
1/z3

)
.

That is, for Loewner evolutions we always have that:

b0(t) = 0 , b1(t) = −2t . (31)

We define ξt := F−1
t (γ (t)) (see Figure 7). Notice that ξt ∈ R and the parameter t is not

in general identified with crack length.

4.2 Generating the virtual path

Recent results of W.Kager, B.Nienhuis and L.Kadanoff [9] provide explicit solutions of the
Loewner equation for some behaviours of ξt. For instance, taking ξt = λt, (30) takes the
form

∂tFt (z) = −2∂zFt (z)
z − λt

, F0 (z) = z. (32)
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This case is solved explicitly and it can be shown that generates the following path in the
upper half plane:

γλ,t = 2i t1/2 +
2
3
λt− i

18
λ2t3/2 +O(t2). (33)

The asymptotic behaviour of the tip on the physical plane is given by:

x2 = −λ
3
x

3/2
1 + o

(
x

3/2
1

)
.

Moreover, the coefficient b2(t) of this map is given by:

b2 (t) = −λt2. (34)

4.3 The Energy Released Functional and the Anti-Symmetry Principle

It is possible to write the following expansion for the energy released (µ = 1):

∆E(t) =
1
4i

∫
C

(
c21Ft (z) + c1c2

(
Ft (z)2 + 2Ft (z) (z + b0 (t))

))
dz +O

(
|It|

4
)

=
π

2
(
c21b1 (t) + 4c1c2 (b0 (t) b1 (t) + b2 (t))

)
+O

(
|It|

4
)
, as |It| → 0 . (35)

where |It| is the length of the interval It := [a(t), b(t)] (see Figure 7 above ). Thus, taking
into account (31), the asymptotic expression for the energy is given by:

∆E(t) =
π

2
(
−2tc21 + 4c1c2b2 (t)

)
+O

(
|It|

4
)
, as |It| → 0 . (36)

We have now all the ingredients to compute the energy released by the slit generated
by (32). Inserting (34) in (36) we find that an extension evolving up to “time” t will release
an amount of energy given by

∆E = −πc21t− 2πλ c1c2 t2 +O(t3).

According to (4), in order to check the stability we must take into account the dissipation
that is required to open this path. For this purpose we need the evolution of the length of
the extended curve. The trial path in the physical plane is given by

− (γλ(t))2 = 4t− 8
3
iλt

3
2 − 2

3
λ2t2 +O(t5/2).

The length of this crack extension is given by the expansion

l(t) = 4t+
2λ2

3
t2 +O(t3) t→ 0.
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We use the last computations in the following equation:

∆E + ∆Q = (4κ− πc21)t+
(

2κλ2

3
− 2πλ c1c2

)
t2 +O

(
t3
)

The term of order t contains the balance between energy release rate G(0) and κ. It

cancels out due to the critical growth equation (13) and we then have that: |c1| =
√

4κ
π

. To satisfy the stable growth condition (3) the term of order t2 must be positive or zero.

Computing the minimum with respect to the parameter λ we obtain λ =
3πc1c2

2κ
, and for

this value we have:

∆E + ∆Q = −3
2
π2

κ
c21c

2
2 t

2 +O(t3) < 0 for t→ 0 , (37)

then violating the stability condition (4).
Therefore, since c1 6= 0, a second necessary condition for a stable configuration is the

following:
c2 = 0 . (38)

This is equivalent to impose k2 = 0 in the typical expansion of the initial displacement field
around the tip:

u0 = k0 + k1r
1/2 sin (θ/2) + k2r cos (θ) + . . .

This condition cancels the symmetric contribution to the displacement near the tip, keeping
the first (anti-symmetric) term of the expansion. We can state that (38) must hold on every
stage of the propagation process, thus providing the second scalar condition to complete the
free boundary problem. On the other hand, it has to be satisfied by other models imposing
global minimization of the total energy (see for instance [2, 6]).

5 The case of a finite domain.

The stability of the configuration was studied by imposing a Dirichlet condition at infinity
(see (17)). It is natural to ask if the same outcome can be obtained on a finite domain.
In other words, what happens if we freeze the displacements at a finite distance of the tip
instead of fixing them at infinity? Bearing this question in mind, we will explain which
parts of the previous discussion should be revised. This part of the work was not previously
considered in the reviewed articles [14, 15].

5.1 A simple setting for the boundary value problem

We start with an initially straight crack configuration with the tip at the center of a circle
of unit radius (the results are in fact independent of this particular geometry). The selected
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field satisfies the equilibrium equation (14), the Neumann boundary condition (15) and the
finite energy condition near the tip (16). We now can apply a one-to-one conformal map g0
transforming the upper half unit disc onto the initial domain. Take u0(x, y), the real part
of an analytic function η0(x+ iy) in D \ Γ0, where

D := {z : |z| < 1} .

g (z)
0

0
u 

0
o’

z

Γ

o

Figure 8: The basic conformal map g0.

The analytic function h0 := η0 ◦ g0 (defined on the right side of Figure 8) is extended
by symmetry to the lower half disk due to the Neumman homogeneous condition. It then
has a Taylor expansion with real coefficients as follows:

u0(g0(z)) = Re (h0(z)) = Re

(
n∑
n=0

cn(0) zn
)

cn ∈ R . (39)

For simplicity, we will assume that (39) is convergent on some open set containing D.
We define the field ut as the one satisfying the equilibrium equation ∆ut = 0 on D \Γt,

the Neumann boundary condition ∂u/∂n = 0 on Γt, and the Dirichlet boundary condition
on the unit circle:

ut(x, y) = u0(x, y) for |x+ iy| = 1 .

There is an analytic function ηt in D\Γt such that ut(x, y) = Re ηt(x+iy) and the function

ht(z) := ηt(gt(z))

is analytic in the upper half unit disk and can be extended to the whole disk by the Neumann
homogeneous condition. The map gt(z) sends the upper half unit disk to D \ Γt as shown
in Figure 9. We have that ht admits the following expansion:

ht(z) =
∞∑
n=0

cn(t) zn cn(t) ∈ R . (40)
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g (z)
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ξ( )
.

a(t)

Γ

b(t)

t

b’

a’ [ ]
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Figure 9: The basic map gt.

The main difference with the case of an unbounded domain corresponds to the behaviour
of the coefficients cn(t) for t→ 0. The Dirichlet condition is applied on a curve at a finite
distance of the tip, while in the former case it was imposed on a unique point at infinity.

Assuming for a moment that we know gt(z), we can write Schwartz integral representa-
tion of ht(z) for the unit disk. The boundary values of the real part of ht(z) are obtained
from the following chain of equalities:

ut(gt
(
eiθ
)

) = u0(gt
(
eiθ
)

) (|gt(eiθ)| = 1 cf. Figure 9) ,

u0(gt
(
eiθ
)

) = u0(g0
(
g−1
0 ◦ gt(e

iθ)
)

)

u0(g0
(
Gt(eiθ)

)
) = Re{h0(Gt(eiθ))} ,

where Gt is defined as
Gt := g−1

0 ◦ gt .

This map is analytic on a circular ring whose interior circle contains the interval [a(t), b(t)]
(cf. Figure 10). It admits a Laurent expansion with real coefficients that we write as follows:

Gt(z) = G+
t (z) +G−t (z) , (41)

with

G+
t (z) :=

∞∑
k=0

ak(t) zk G−t (z) :=
∞∑
k=1

bk(t) z−k . (42)

Notice that Gt(z)→ z and bk+1(t)� bk(t) for t→ 0. This last assertion is a consequence
of the Area Theorem (see the Appendix). Notice that G−t is analytic outside of a vanishing
circle containing [a(t), b(t)].

To simplify a bit the notation we define the boundary values of the real part of ht as
Ut(θ) := Re{h0(Gt(eiθ))}. Using Schwartz integral in the unit disk, we have the following
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Figure 10: The mapping properties of the extended Gt.

explicit formula

ht(z) =
1

2π

∫ π

−π

eiθ + z

eiθ − z
Ut(θ) dθ =

ζ:=eiθ

1
2πi

∫
|ζ|=1

ζ + z

ζ − z
Re {h0 (Gt (ζ))} dζ

ζ
(43)

We can then write (cf. (40)):

ht(z) =
∞∑
n=0

cn(t) zn = (1 + z)
∞∑
n=0

(
1

2π

∫ π

−π
Ut(θ) e−inθ dθ

)
zn

We want now to relate the coefficients cn(t) with the ones of the initial field cn(0). Using
the expansion for h0(z) we have that:

Ut(θ) = Re{h0(Gt(eiθ))} = Re

{ ∞∑
k=0

ck(0)
(
Gt(eiθ)

)k}
The expression for the first coefficient (notice that Ut(−θ) = Ut(θ)) should read (we

drop for a while the dependence on t of the ai’s and bi’s):

c0(t) = Re
∞∑
j=0

ck(0)
{

1
π

∫ π

0
(Gt(eiθ))j

}
dθ

= c0(0) + c1(0) a0 + c2(0) (a2
0 + 2a1b1 + 2a2b2) + . . . (44)

Similarly, we obtain that for c1(t),

c1(t) =
∞∑
j=0

cj(0)
2
π

∫ π

0
Re
(
Gt(eiθ)

)j
cos(θ)dθ

= c1(0) (a1 + b1) + 2c2(0) (a0 (a1 + b1) + a1b2 + a2 (b1 + b3)) + . . . (45)
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For c2(t) we have:

c2(t) =
∞∑
j=0

cj(0)
2
π

∫ π

0
Re
(
Gt(eiθ)

)j
cos(2θ) dθ

= c1(0) (a2 + b2) + c2(0)
(
a2

1 + 2a0b2 + 2a1b3
)

+ . . . (46)

the main contribution being (notice that a1(t)→ 1 for t→ 0):

c2(t) = c2(0)a2
1(t) + o(1) .

We can now apply the complex version of the energy release formula (cf. 25):

∆E =
1
4i

∫
C
h′t(z)h0 (Gt(z)) dz =

1
4i

∫
C

( ∞∑
k=1

k ck(t) zk−1

)  ∞∑
j=0

cj(0) (Gt(z))
j

 dz ,

where C is a simple curve enclosing the interval [a(t), b(t)] and contained in D. Taking into
account (45, 46) we can approximate the expression for ∆E as follows:

∆E ≈ π

2
{c1(t) (c1(0)b1(t) + 2c2(0) (a0(t)b1(t) + a1(t)b2(t)))

+2c2(t) (c1(0)b2(t) + 2c2(0) (a0(t)b2(t) + a1(t)b3(t)) + . . . )}

≈ π

2
(
c21(0)a1(t) b1(t) + 2c1(0)c2(0)

(
a0(t)a1(t)b1(t) + a2

1(t)b2(t) + a0(t)b21(t)
)
· · ·+

2c1(0)c2(0)a2
1(t)b2(t) + . . .

)
Summing up:

∆E ≈ π

2
(
c21(0)a1(t) b1(t) + 2c1(0)c2(0)(a0(t)a1(t)b1(t) + 2a2

1(t)b2(t) + a0(t)b21(t)
)

(47)

Notice that for a0 = 0 and a1 = 1 we obtain the same asymptotic expression as that derived
for the unbounded domain (cf. (35)).

5.2 The construction of the conformal map

To justify the anti-symmetry principle for a finite domain it only remains to show that a
suitable conformal map can be constructed, and that its coefficients a0(t), a1(t), b1(t), b2(t)
produce the instability given in (37). We will proceed by using a modified map of that
obtained from the Loewner equation in Section 4.2.

Let us take firstly the map Ft for the upper half plane, generated with (32). By re-
stricting the domain, we can see that Ft sends the unit circle with a cut on the real line to
a nearly circular domain for small t with a cut inside (cf. Figure 11). A slight modification
of the map Ft should carry us to the desired Gt. This change will be applied as follows:
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1. We map the boundary of the unit disk ∂D to the boundary of a nearly circular domain
by means of Ft(z).

2. We consider the holomorphic map ωt(z) that carries the region bounded by Ft(∂D) to
the unit disc with ωt(0) = 0 and ωt(z) = ωt(z̄). Gt(z) will be given by the composition
ωt ◦ Ft(z).

We summarize in the following Figure the properties of the modified Ft.

’

’
−

−

+

’

+

ω 

ω   (        )G (z) = 

’
 t

 t

F 
 t

F (C)
[

ξ ( )t

ξ ( )t

tξ ( )

t

 t
F (z)

t

ξ ( )t
b(t)a(t)

b(t)
]

z

.
a(t)

Figure 11: The map ωt modifying Ft.

We now follow [13] for the technical details and define the real function

ρ(θ) := lim
t→0

|Ft(eiθ)| − 1
t

.

Thus, r = 1+tρ(θ)+o(t) is the polar equation for the boundary of the modified domain (the
up-right domain in Figure 11). Notice that ρ(θ) = ρ(−θ) due to the symmetry properties
of the map Ft. We now have an explicit formula for the first terms of ωt (cf. [13, p. 264]):

ωt(z) = z

(
1− t

2π

∫ π

−π

eiθ + z

eiθ − z
ρ(θ) dθ + o(t)

)
. (48)

We may write this as follows:

ωt(z) = z (1− tψ(z) + o(t)) , ψ(z) =
∞∑
n=0

pnz
n .
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We now look at Gt(z):

Gt(z) = ωt(Ft(z)) = Ft(z) (1− tψ(Ft(z)) + o(t)) ,

and then we can write

Gt(z) = (1− tp0)Ft(z)− t
(
p1F

2
t + p2F

3
t + . . .

)
Let us denote by b̃n(t) the coefficients of the expansion of Ft(z) (cf. 24) to distinguish them
from the ones of Gt(z) (cf. 41). We have that:

a0(t) = (1− tp0) b̃0(t)− t
(
p1

(
b̃20(t) + 2b̃1(t)

))
+ o(tb̃1(t))

a1(t) = (1− tp0)− t
(

2p1b̃0(t) + 3p2b̃1(t)
)

+ o(t)

b1(t) = (1− tp0)b̃1(t)− t
(

2p1

(
b̃0(t)b̃1(t) + b̃2(t)

)
+ 3p2

(
b̃20b̃1 + b̃21 + b̃0b̃2

))
+O(tb̃1)

b2(t) = (1− tp0) b̃2(t)− t
(

2p1(t)b̃3(t)
)

+ o(t2)

For the linear forcing path generated by Loewner’s equation we have that

b̃0(t) = 0 , b̃1(t) = −2t , b̃2 = −λt2 .

Then there holds:

a0(t) = 4p1t
2+o(t2) , a1(t) = (1− tp0)+o(t) , b1(t) = −2t (1− tp0)+o(t2) , b2(t) = −λt2+o(t2) .

The energy released can be written now as (cf. 47):

∆E ≈ −π
2

(1− tp0)2
(
2c21(0)t+ 4λc1(0)c2(0)t2

)
+ o(t2) (49)

Notice that this expression is (up to order t2) the one obtained for the unbounded domain
multiplied by the factor (1− tp0)2. This factor is non-universal in the sense that p0 depends
on the geometric properties of the body boundary:

p0 =
1
π

∫ π

0
ρ(θ) dθ

This is consistent with the asymptotics of the stress intensity factor obtained by Leblond
in [10], but a thorough discussion of this subject would carry us far from our main point
here. We mention by pass that the physical length of the crack is (up to order t) l ∼ 4t,
and then the energy release rate is consistent with the expression obtained before:

lim
t→0
−∆E

4t
=
π

4
c21(0) .
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This is also in accordance to Leblond’s paper, since we should not have an explicit de-
pendence of the body geometry in this order (of course, there is an implicit information
encoded in c1).

To conclude, it remains to find the expression for the length in terms of t, up to order
t2. We have to take into account that ωt(z) ≈ (1 − tp0)z. The path in the (non physical)
lower domain in Figure 11 is given by (cf. 33):

γλ,t = (1− tp0)
(

2i t1/2 +
2
3
λt− i

18
λ2t3/2

)
+O(t2).

In the physical domain we should have, recalling that Gt(z) = g−1
0 ◦ gt(z) and g0(z) = −z2:

g0(γλ,t) = (1− tp0)2
(

4t− 8
3
iλt

3
2 − 2

3
λ2t2 +O(t5/2)

)
Therefore, the length of the path is given by:

l(t) = (1− tp0)2
(

4t+
2λ2

3
t2
)

+O(t3) t→ 0

We conclude that the dissipation term obtained in the unbounded case is to be multiplied
by the positive non-universal factor (1 − tp0)2, the same as that multiplying the relevant

contribution to the released energy in (49). Therefore, selecting λ =
3πc1c2

2κ
as in the

unbounded case, the constructed virtual path shows again the unstable character of an
initial field with c2(0) 6= 0 (cf. (37)):

∆E + ∆Q = − (1− tp0)2
(

3
2
π2

κ
c21c

2
2 t

2

)
+O(t3) < 0 for t→ 0 .

This path violates the stability assumption (4) and provides a necessary condition for the
initial field, namely c2 = 0.
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A The Area Theorem for the Laurent expansion

Consider a family of univalent functions indexed by t, on a circular ring whose interior
circle is of radius ρ(t), with ρ(t)→ 0 as t→ 0. Moreover, assume that it admits a Laurent
expansion with real coefficients written as (41). It is possible to show that the area inside
the image circle Cr of radius r inside the circular ring, is given by:

Area =
1
2
Im
∫
Cr

Gt(z)G′t(z) dz .

Taking into account the Laurent expansion for Gt in (41), we can write:

Area =
1
2
Im
∫
Cr

( ∞∑
n=0

anzn +
∞∑
n=1

bnz−n

) ( ∞∑
n=1

nanz
n−1 −

∞∑
n=1

nbnz
−n−1

)
dz

= π

( ∞∑
n=1

nrna2
n −

∞∑
n=1

nr−nb2n

)

where we avoided the dependence on t for the coefficients. Since Area is non-negative, and
taking r → ρ(t) we finally obtain the inequality:

∞∑
n=1

nρ(t)−nb2n ≤
∞∑
n=1

nρ(t)na2
n . (50)

The right hand side is convergent by construction; in fact, it goes to zero for t→ 0. Notice
that

1
2
Im
∫
Cr

G+
t (z) G+

t
′ (z) dz = π

∞∑
n=1

nρ(t)na2
n .

We can then take the limit for r → ρ(t) since G+
t is analytic inside the outer circle of the

ring (cf. (42)). This shows that the coefficients of the left hand series in (50) must be, at
least, bounded:

nρ(t)−nb2n(t) ≤M ⇒ b2n(t) ≤ M

n
ρ(t)n , for n ≥ 1 ,

for a suitable positive constant M . This provides the asymptotic relative magnitude of the
different bn’s for t→ 0.
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