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Nowadays, fog is still a natural phenomenon that hinders our ability to detect targets, particularly in the field 
of driving where accidents are increasing. In the literature we find different studies determining the range of 
visibility, improving the quality of an image, determining the characteristics of fog, etc. In this work we propose 
the possibility of using a structured lighting system, on which we project the light towards the target, limiting 
the field lighting. We have developed a scattering light propagation model to simulate and subsequently study 
the veil luminance, generated by backscattering, to predict the decrease in visibility. This simulation considers 
the type of fog, the relative orientation of various elements (observer, light source and targets).
We have built a fog chamber to validate the experimental params of the described system.
The results obtained from both the simulation and the experimental measurements demonstrate that it is possible 
to obtain a high contrast enhancement for viewing a target when illuminated as described.
Clearly, this kind of lighting technology will improve the road safety in foggy night environments. The results of 
this work can also be extrapolated to any situation in which the visibility of an observer is compromised by the 
environment, such as heavy rain, smoke from fires, among others.
1. Introduction

Foggy environments present a series of strong disadvantages in per-
ception of the critical causes that make up the environment, adding 
difficulty in night-time environments in the context of driving, both 
autonomous and manual [1]. In these environments, due to the attenu-
ation generated by the particles that create fog. When a lighting system 
projects light onto a scene immersed in fog, this interacts with several 
elements that make it up, causing the beams to be dispersed and giving 
rise to a situation of low visibility, which makes it difficult to perceive 
different elements which are relevant when driving: traffic signs, guide-
lines, obstacles on the road, etc.

As J.A. Zak mentions, [2], fog is composed of an amalgam of small 
water droplets and/or ice crystals whose dimensions are between 1 μm
and 24 μm. Mie’s scattering theory is used to study the scattering phe-
nomenon, since particles that make up fog are usually large particles, 
as can be seen in Fig. 1. This theory explains the behavior of a beam of 
light when it strikes a particle, according to X. Li et al. and M.L. Álvarez 
in [3] & [4] respectively.

* Corresponding author.
E-mail address: jquint01@ucm.es (J. Quintana Benito).

As a result of the application of Mie’s theory, the phase function is 
obtained as a result as can be seen in the article by R. N. Mahalati [5]. 
This expression is the result of solving Maxwell’s equations for electro-
magnetic scattering. It describes the distribution of both the intensity 
and angular direction of the scattered beam for spherical particles of 
size comparable or much larger than the incident wavelength, men-
tioned by Xingcai Li, Li Xie Xiaojing Zheng in their information article 
[3].

The particles that create fog behave spherically, as they are in sus-
pension, so the phase function is independent of the direction of the 
incident beam Φ, therefore only the direction of scattering 𝜃 varies [5, 
6].

𝑃 (𝜃) = 𝐼(𝜃)
𝐼0

, (1)

where 𝐼0 corresponds to the incident beam intensity and 𝐼(𝜃) corre-
sponds to the scattered intensity as a function of the angle 𝜃, which 
indicates the direction of scattering, as can be seen in Fig. 2.
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Fig. 1. Beam distribution when incident on a large particle.

Fig. 2. Diagram of light scattering due to a spherical water particle.

The Lambert-Beer law is used to study the propagation of light. It 
gives information on how the intensity of a beam varies according to 
the characteristics of the medium and the distance traveled [7]:

𝐼 = 𝐼0𝑒
−𝑘𝐸𝑥𝑑 , (2)

where 𝐼 corresponds to the average intensity at a point at a distance 𝑑
to the origin of the system, 𝐼0 corresponds to the initial intensity of the 
system, and 𝐾𝐸𝑥𝑡 is the extinction coefficient of the medium. It is worth 
mentioning that the extinction coefficient of the medium is made up of 
the different factors of the medium that affect the propagation of light. 
In this case, the two most relevant factors are the scattering coefficient 
𝛼𝑑 and the absorption coefficient 𝛼𝑎, obtaining 𝐾𝐸𝑥𝑡 = 𝛼𝑎 + 𝛼𝑑 . For this 
particular case, the absorption coefficient 𝛼𝑎 is negligible because it 
takes values very close to zero for the used wavelengths [8].

As light diffuses through this medium, several factors contribute to 
a decrease in the visual perceptability of the environment:

1. Attenuation: the loss of intensity of the beam as it passes through 
the medium. The scattering caused by the fog causes the intensity 
to decrease by an exponential factor 𝑒−𝑘𝑑 [9].

2. Halo: this phenomenon occurs when part of the beam reflected 
from a surface is diffused towards the observer’s eye away from the 
main axis, giving rise to a glow of diffuse light around the reflected 
beam [9].

3. Veiling luminance: This phenomenon occurs when a part of the 
transmitted beam is diffused non-uniformly in the main direc-
tion. When the beam is reflected, this phenomenon is called retro-
reflected veil luminance [9].

In this work, to determine the improvement in the perception of the 
desired surface when using smart sources, the measurement of contrast 
using the Weber contrast fraction, a visual perception model used to 
measure the local contrast of a surface of uniform luminance compared 
to background is employed [10].

𝑐 = Δ𝐿
𝐿𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

, (3)

where Δ𝐿 is the difference between the average luminance of the sur-
face and the average luminance of the near background 𝐿𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 , 
compared to the average luminance of the background.

In the literature, we have found numerous papers in which they de-
velop systems to determine the range of visibility in foggy environments 
2

and fog characteristics [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 
23].

Other works propose vehicle localization systems using sensors that 
detect vibrations [24], and traffic sign detection using recognition algo-
rithms [25], both in low visibility (fog) situations.

Numerous publications focus on image processing algorithms to ob-
tain clearer images from foggy photographs in order to detect obstacles 
[1, 26]. We have found algorithms to detect photographs of scenes im-
mersed in fog [27] and thus guarantee a more adequate application of 
the processing algorithms.

Other works focus on the use of different wavelengths for both visi-
bility enhancement and information transfer in foggy environments [28, 
29, 30, 31, 32, 33].

Finally, we have found several articles where statistical studies are 
made on the risks present during driving in foggy environments and the 
behavior of drivers in this situation [34, 35].

There are studies about: the improvement of image quality, the de-
termination and/or improvement of the visibility distance, the use of 
processing algorithms, the variation of the wavelength of the source. 
Regarding the objective of this work, to improve the visibility using 
structured light, we have not found relevant articles. The closest is the 
article by Narasimhan et al. [36], which uses structured light to scan an 
object submerged in water.

The main objective of this work is to explore and test the possible im-
provement of visibility and/or contrast in foggy nighttime environments 
through the use of intelligent light sources, i.e., sources capable of illu-
minating only the relevant surface necessary for safe driving. In foggy 
environments, due to light backscattering, factors such as veiled lumi-
nance contribute to reduced visual perception. By controlling both the 
beam intensity and the emission channel, the scattering effects caused 
by fog are reduced, so that the perception of the desired surface, in par-
ticular the contrast of the surface against the background, is improved.

2. Optical modeling of fog environment

2.1. Optical characterization of fog

Fog is an atmospheric phenomenon formed by various concentra-
tions and sizes of water particles and/or ice crystals. In order to develop 
a generic model of fog, we performed a study of the phase functions 
for different types of particle sizes using software that allows the ex-
traction of the phase function of a particle by applying Mie scattering 
theory. The software used is MiePlot. It allows the extraction of inten-
sity data as a function of the angle at which a spherical particle scatters 
a monochromatic beam [37]. It should be noted that this phase func-
tion is defined from 0 to 180 degrees, this is because from 180 to 360 it 
is symmetrical.

For this work, we have defined the phase function for different 
wavelengths using the MiePlot data. The spectral will be determined 
around the visible spectrum [38].

In this case, to get the phase function of a broad-spectrum source, 
we average the phase functions of all wavelengths for each particle size.

Analyzing the phase functions of several particles of different sizes, 
we have obtained that the phase functions do not show significant vari-
ations. Therefore, it is possible to average them and obtain a generic 
phase function independent of the droplet size for the simulated sys-
tem, as shown in Fig. 3.

2.2. Optical simulation of fog

For the study of the veil luminance we have developed a Matlab pro-
gram that simulates the behavior of light in foggy environments. This 
program considers different parameters such as the geometrical descrip-
tion of space, the position of the observer and the source, the resolution 
of the resulting image, as well as varying the spatial projection of the 
light source beam (Structured light or smart light). It also allows the 
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Fig. 3. Representation of multiple phase functions of water particles of different 
sizes. Determination of the average phase function.

modification of the characteristics of the medium such as the size of the 
particles and their concentration and the extinction coefficient of the 
medium [14, 23, 39].

This program develops a volume composed of elementary fog cubes, 
Fig. 4(a), containing information related to the phase function de-
scribed above 3. Each represents a backscattering contribution in the 
direction of the observer. It consists of a cube-shaped matrix structure, 
which recreates the fog environment. This structure consists of a three-
dimensional matrix 𝑛𝑥𝑚𝑥𝑘, where 𝑛 and 𝑚 represent the height and 
width of the plane and 𝑘 corresponds to the depth of the cube.

To complete the simulation, we have inserted the source intensity 
and target reflectance matrix. For these first simulations, the interaction 
of scattered light from one cube to another is not considered. Once each 
of the contributions has been ¡ determined, a summation is performed 
to determine the veil luminance produced by backscattering, as shown 
in Fig. 4(b), [21].

3. Experimental validation of the optical fog model

We built a fog chamber of dimensions 90𝑥90𝑥220 cm with MDF 
boards, Medium Density Fiberboards, and installed two methacrylates 
in the chamber lids.

To recreate the fog we used a humidifier, adding a solution of water 
with glycerine at a concentration of 𝜔𝑔 = 2%, which generates a dense 
and stable fog while maintaining the refractive index 𝑛′ = 1.3351, similar 
to that of pure water particles 𝑛𝑤 = 1.3325. 𝑛′ = 𝜔𝑤𝑛𝑤 +𝜔𝑔𝑛𝑔 , where 𝜔𝑔

is the percentage of glycerine with 𝑛𝑔 = 1.4711 and 𝜔𝑤 is the percentage 
of remaining solvent, pure water [40].

We use a LASER projector (Casio XJ.15-A251) as a source of illu-
mination to control the illumination of the scene, where a target is 
placed. We use a video-luminancimeter (Lumican 1300) tp take lumi-
nance measures. The measurement range of the Lumicam 1300 is from 
0, 1 mCd/m2 to 100.000 Cd/m2 with an average repeatability accuracy 
of ±0.1%.

The measurement process consists of making several luminance 
measurements of a scene using the lumicam 13001 and varying the 
light beam (structured light) with the projector2 that is incident on the 
target8, which consists of an A4 paper with a black cardboard square 
of dimensions 7𝑥5 cm in the center, located at the end of the chamber. 
The projector illuminates through a 3 mm thick methacrylate window, 
as shown in the diagram in the Fig. 5. Using luxmeters3, 7 the value 
3

of the extinction coefficient of the fog is determined for each capture, 
both luxmeters are illuminated with the collimated source9, the first 
luxmeter3 is used to determine the fluctuations of the source and the 
second luxmeter7 determines the value used to calculate the extinction 
coefficient.

The uniformity and stability of the fog is determined to have the 
time in which the chamber conditions remain unchanged using the fol-
lowing process. Fog is generated for 1 minute. It is stabilized for 30 
seconds. A beam is projected and several measurements are made with 
the lumicam 1300 for 2 minutes. From the obtained measurements a red 
square is selected, Fig. 6(a), and its luminance is averaged, Fig. 6(b), the 
obtained value is 0.68 Cd

m2 .

3.1. Fog chamber measurements

We carry out a process of measuring the luminance received by an 
observer, which consists of capturing different scenes immersed in fogs 
of different extinction coefficients in which we place a target. To carry 
out the measurements, we use the projector, firstly by illuminating the 
whole scene, wide beam, and secondly, by illuminating only the target, 
ignoring the cardboard, smart or structured beam.

The extinction coefficient of the generated fog is determined for each 
scene. Using the Lambert-Beer law (2) and considering the inverse of 
the law of the square of the distance, we determine the illuminance 
reaching the sensor considering the conditions of the medium, resulting 
in the following expression:

𝐸′ =
𝐼0𝑐𝑜𝑠(𝛼)

𝑑2 𝑒−𝑘𝑒𝑥𝑡2𝑑 . (4)

If the extinction coefficient is subtracted from the above equation 
and the illuminance of the source used is considered, it is obtained:

𝐾𝑒𝑥𝑡 =
𝑙𝑛

(
𝐼0𝑐𝑜𝑠(𝛼)
𝑑2𝐸′

)
2𝑑

=
𝑙𝑛

(
𝐸′
0

𝐸′

)

2𝑑
, (5)

where 𝐸′
0 corresponds to the illuminance of the source without fog 

whose value is 𝐸′
0 = 171 lux, 𝐸′ corresponds to the illuminance given 

in a foggy situation and 𝑑 is the distance from the source to the sen-
sor, in this case, 𝑑 = 2.20 m. From this equation the following extinction 
coefficients are determined, as can be seen in Table 1:

Table 1. Extinction coefficients.

N◦ scene 𝐸′ (lux) 𝐾𝑒𝑥𝑡 (m−1)
Scene 1 145 0.0374

Scene 2 61 0.2340

We have evaluated the luminance of the images taken for the dif-
ferent extinction coefficients. The luminance of the background with 
that of the target as a function of the beam type, Figs. 7(a) and 8(a). 
The mean value of the target luminance is calculated from the lumi-
nance profile the ESF values (Edge Spread Function) [41] using the left 
section indicated in the graph, Figs. 7(b) and 8(b). The contrast is de-
termined using Weber’s contrast fraction (3), the results can be seen in 
Table 2.

3.2. Fog chamber simulation

The experimental situation described in the previous section is sim-
ulated using the optical fog Matlab script.

Table 2. Contrast values for each scene.

Contrast broad beam Contrast smart beam
Real scene 𝐾𝑒𝑥𝑡 = 0.0374 m−1 4.33 21.98

Simulation 𝐾𝑒𝑥𝑡 = 0.0374 m−1 1.37 20.40

Real scene 𝐾𝑒𝑥𝑡 = 0.2340 m−1 0.74 3.08

Simulation 𝐾𝑒𝑥𝑡 = 0.2340 m−1 0.14 3.64
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Fig. 4. 𝑎) Internal outline. 𝑏) Simulation of how an observer perceives the propagation of light from the right headlight of a vehicle in a fog space of length 𝑧 = 15 m.

Fig. 5. Video-luminancimeter (Lumicam 1300)1, Projector (Casio XJ.15-A251)2, Luxmeter 13, Fog chamber4, Humidifier5, Methacrylate6, Luxmeter 27, Target8, 
Source9.

Fig. 6. 𝑎) Luminance of the fog chamber for stability analysis taken with the Lumicam 1300. 𝑏) Mean and standard deviation of luminance as a function of elapsed 
time.
We recreate the conditions of the fog chamber described in the ex-
perimental phase: dimensions, the position of the source (projector), of 
the observer (Lumincam 1300), position and dimensions of the target 
and the value of the extinction coefficient calculated and the reflectance 
values of the target.

The results of the simulations can be seen in Figs. 9(a) and 10(a) 
and the luminance profile in Fig. 9(b) and 10(b).

3.3. Measurement and simulation comparison

Comparing the data obtained both in the real situation and in the 
simulation, we observe a significant improvement in the perception of 
the target when the scene is illuminated with a smart source.
4

4. Simulation of a road fog scene

We recreated the necessary conditions for the situation of a vehicle 
on the road: dimensions of the space, position of the source (vehi-
cle headlights), of the observer, position and dimensions of the target 
and the value of the fog extinction coefficient of the scene and the 
reflectance values of the target, of the road lines and of the asphalt. 
We generated two situations, one illuminating the entire scene and the 
other using structured light to illuminate the target.

Several simulations have been performed with different extinction 
coefficients, Fig. 11(a), 11(b) and 11(d), 11(e). A horizontal section is 
drawn over the target to analyze the contrast using Weber’s contrast 
fraction (3), calculating the mean luminance values of both the back-
ground and the target.
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Fig. 7. Luminance of the scene with an extinction coefficient 𝐾𝑒𝑥𝑡 = 0.0374 m−1. Fig. 7(a): Images with broad or smart beam. Fig. 7(b): Luminance profile of the 
previous images at a center horizontal line.

Fig. 8. Luminance of the scene with an extinction coefficient 𝐾𝑒𝑥𝑡 = 0.2340 m−1. Fig. 8(a): Images with broad or smart beam. Fig. 8(b): Luminance profile of the 
previous images at a center horizontal line.
After obtaining the matrix resulting from the projection concerning 
the observer in Fig. 11. A horizontal section is drawn on the target to 
analyze the contrast using Weber’s contrast fraction (3), calculating the 
mean luminance values of both the background and the target.

5. Experimental set-up outdoors

An experimental phase was set up in a real foggy environment which 
allowed the correct parametrization of the models, the evaluation of the 
detection systems and illumination systems Fig. 12(a).
5

To obtain the data we used a traffic sign, a LASER projector (Casio 
X.,15-A251) simulating a vehicle headlight and a CCD to capture the im-

age. We used two lux meters to determine the fog extinction coefficient 
and a luminance meter to determine light pollution (in this case neg-

ligible). The images were processed with Matlab software 12(b). Two 
situations are generated: illumination of the scene by complete 13(a) 
and illumination of only the target with a structured or intelligent light 
13(b). We proceed to the calculation and evaluation of the contrast for 
subsequent comparison and parameterization of the model.
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Fig. 9. Luminance of the scene simulated with an extinction coefficient 𝐾𝑒𝑥𝑡 = 0.0374 m−1 . Fig. 9(a): Images with broad or smart beam. Fig. 9(b): Luminance profile 
of the previous images at a center horizontal line.

Fig. 10. Luminance of the scene simulated with an extinction coefficient 𝐾𝑒𝑥𝑡 = 0.2340 m−1 . Fig. 10(a): Images with broad or smart beam. Fig. 10(b): Luminance
profile of the previous images at a center horizontal line.
The contrast of the arrow and the circumference with respect to the 
background is calculated respectively using Weber’s contrast fraction
(3).

6. Conclusions

Multiple phase functions extracted from Mieplot have been analyzed
by varying both the incident wavelength and the water droplet size, 
reaching the conclusion that for the present work, it is possible to work 
6

with an average phase function without having to describe the particu-
lar composition of the fog.

Software has been developed to simulate the propagation of light in 
foggy spaces, offering as a final result the image generated in an optical 
system (sensor, human eye). This image allows the evaluation of the veil 
luminance produced by backscattering in this environment, and there-
fore, to determine the loss of contrast in the detection or perception of 
a target illuminated in a certain way.

An experimental setup has been developed to recreate a controlled 
fog environment in the laboratory fog chamber to validate the results 
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Fig. 11. Projection of the simulations with respect to the observer. The length of the road is 15 m. At 11(a), 11(b) the extinction coefficient is 𝐾𝑒𝑥𝑡 = 0.01 m−1. At 
11(d), 11(e) the extinction coefficient is 𝐾𝑒𝑥𝑡 = 0.07 m−1 . Fig. 11(a) and 11(d) correspond to a road illuminated without modifying the beam and 11(b) and 11(e) 
correspond to the same road but using structured light. 11(c) and 11(f) representation of the horizontal section of both measurements (ESF).

Fig. 12. 𝐴) Assembly and testing of material. 𝐵) Images used for the study, illumination of a standard headlight.
obtained in the software simulation. The conditions of the setup were 
recreated in the simulator: extinction coefficient, source intensity, tar-
get, spatial dimensions, etc. As can be seen from the results in Table 2, 
the simulator gives results similar to reality.

A simulation of a traffic scene generating various types of fog has 
been carried out to study the behavior of two vehicle headlamps in such 
circumstances, where again it is observed that by directing the beam to 
the target the contrast of the target improves notably, as can be seen, in 
Table 3 for 𝑘𝑒𝑥𝑡 = 0.01 m−1 and for 𝑘𝑒𝑥𝑡 = 0.07 m−1.

An experiment has been designed and carried out in real fog con-
ditions where a traffic signal has been projected using the two forms 
described above, showing that when illuminated with a smart beam, the 
contrast 𝑐 = 4.91 improves concerning when illuminated with a broad 
beam 𝑐 = 1.98 can be seen in Table 4.
7
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Fig. 13. Contrast map, 𝑎) Broad headlight 𝑏) Smart headlight. Correspond to the image in Fig. 12(b).
Table 3. Contrasts obtained from the projec-
tions of Figs. 11(c) and 11(f). The following table 
shows luminance values of both the illuminated 
target and the background.

𝐾𝑒𝑥𝑡 = 0.01 m−1 Broad source Smart Source
L_{Target} 19.65 14.47

L_{Background} 11.16 0.89

Contrast 0.76 15.13

(a)

𝐾𝑒𝑥𝑡 = 0.07 m−1 Broad source Smart source
L_{Target} 0.92 8.50

L_{Background} 0.88 0.50

Contrast 0.039 15.88

(b)

Table 4. Contrasts obtained from the signals 
of Fig. 13.

Arrow Broad source Narrow source
𝐿𝐴𝑟𝑟𝑜𝑤 226.81 154.59

𝐿𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 76.04 26.17

Contrast 1.98 4.91
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