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Abstract

We adapt the definition of the Vietoris map to the framework of finite topological
spaces and we prove some coincidence theorems. From them, we deduce a Lefschetz fixed
point theorem for multivalued maps that improves recent results in the literature. Finally,
it is given an application to the approximation of discrete dynamical systems in polyhedra.

1 Introduction, preliminaries and motivation

Finite topological spaces are becoming a significant part of topology and a good tool so as
to model and face problems of different nature. For instance, they can be used to reconstruct
compact metric spaces [20] or to solve realization problems of groups in topological categories
[8]. From an algebraic point of view, they are interesting since they have the same homotopy
and singular homology groups of simplicial complexes [18]. There are two monographs that
treat precisely the alegbraic aspects of finite topological spaces, [3, 17]. Recently, an interest
in finding applications of finite spaces to dynamical systems has grown up. These spaces,
due to its finitude, seems a good candidate to develop computational methods. In [15], L.
Lipiǹski, J. Kubica, M. Mrozek and T. Wanner define an analogue of continuous dynamical
systems for finite spaces and construct a Conley index. To do that, they generalize the theory
of combinatorial multivector fields for Lefschetz complexes introduced by M. Mrozek in [21].
On the other hand, the theory of combinatorial multivector fields is also a generalization of
the concept of combinatorial vector field introduced by R. Forman in [12, 11]. Combinatorial
vector fields are used to adapt the classical Morse theory in a combinatorial way for CW-
complexes. This theory has found several applications. For example, in [19], K. Mischaikow
and V. Nanda, using discrete Morse theory, develop a method to compute persistent homology
more efficiently

In the same spirit of adapting the theory of dynamical systems to finite spaces, J.A.
Barmak, M. Mrozek and T. Wanner, in [6], obtained a Lefschetz fixed point theorem for
a special class of multivalued maps. A Lefschetz fixed point theorem for finite spaces and
continuous maps was obtained by K. Baclawski and A. Björner in [2], where they also relate
the Lefschetz number with the Euler characteristic of the set of fixed points. The idea of this
paper is to adapt the classical notion of Vietoris map and Vietoris-Begle mapping theorem to
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finite topological spaces so as to obtain a coincidence theorem, which is a generalization of the
Lefschetz fixed point theorem. From there, we deduce Lefschtez fixed point theorems and we
also extend the class of multivalued maps for which the result holds true, i.e., we generalize
the Lefschetz fixed point theorem obtained in [6] to a more flexible class of multivalued maps.
These ideas are combined with the reconstruction of compact polyhedra by finite topological
spaces in order to give some results about approximation of dynamical systems.

We recall basic definitions and results from the literature before enunciating the main
results of this paper. Firstly, we review important concepts in the theory of Alexandroff
spaces. An Alexandroff space X is a topological space with the property that the arbitrary
intersection of open sets is open. If X is an Alexandroff space and x ∈ X, then Ux denotes
the open set that is defined as the intersection of all open sets containing x. Analogously, Fx
denotes the closed set that is given by the intersection of all closed sets containing x. Given a
partially ordered set (poset) (X,≤), a lower (upper) set S is a subset of X such that if x ∈ S
and y ≤ x (x ≤ y), then y ∈ S. In addition, if x, y ∈ X, we denote x ≺ y (x � y) if and only
if x < y (x > y) and there is no z ∈ X with x < z < y (x > z > y). In [1], P.S. Alexandroff
proved that for a poset (X,≤), the family of lower (upper) sets of ≤ is a T0 topology on X,
that makes X an Alexanfroff space and for a T0 Alexandroff space, the relation x ≤τ y if and
only if Ux ⊂ Uy (Uy ⊂ Ux) is a partial order on X. Moreover, the two associations relating
T0 topologies and partial orders are mutually inverse. The topology generated by the upper
sets is usually called the opposite topology. The partial order considered in parenthesis is
usually called the opposite order. If X is an Alexandroff space, where we are not considering
the opposite order, and x ∈ X, Ux can also be seen as the set {y ∈ X|y ≤ x}. Similarly, Fx
can also be seen as the set {y ∈ X|y ≥ x}. Furthermore, Ux and Fx are contractible spaces.

Every finite T0 topological space is an Alexandroff space. Therefore, we will treat finite
T0 topological spaces and finite partially ordered sets as the same object without explicit
mention. In this context, some topological notions such as continuity or homotopy can be
expressed in terms of partial orders. For instance, a map f : X → Y between finite T0
topological spaces is continuous if and only if it is order-preserving. If f, g : X → Y are two
continuous maps between finite T0 topological spaces, f is homotopic to g if and only if there
exists a finite sequence of continuous maps f1, ..., fn such that f = f1 ≤ f2 ≥ ... ≤ fn = g.
See [3, 17] for a complete exposition.

Moreover, weak homotopy equivalences play a central role in the theory of Alexandroff
spaces.

Definition 1.1. A weak homotopy equivalence is a map between topological spaces which
induces isomorphisms on all homotopy groups. Let X and Y be topological spaces, X is weak
homotopy equivalent to Y if there exists a sequence of spaces X = X0, X1, ..., Xn = Y such
that there are weak homotopy equivalences Xi → Xi+1 or Xi+1 → Xi for every 0 ≤ i ≤ n− 1.

Remark 1.2. Weak homotopy equivalences satisfy the 2-out-3 property, that is to say, let
f : X → Y and g : Y → Z be maps, if 2 of the 3 maps f, g, g ◦ f are weak homotopy
equivalences, then so is the third.

We recall some results of [18].

Definition 1.3. If X is an Alexandroff space, K(X) denotes the McCord complex, which is a
simplicial complex whose simplices are totally finite ordered subsets of X. Given a simplicial
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complex L, X (L) denotes the face poset, i.e., the poset whose points are the simplices of L,
the partial order is given by the subset relation. |L| denotes the geometric realization.

Remark 1.4. If L is a simplicial complex, then it is easy to check that K(X (L)) is the
barycentric subdivision of L.

Given a simplicial complex K, when there is no confusion we will also denote by K the
geometric realization of the simplicial complex. If f : K → L is a simplicial map between two
simplicial complexes, we denote by |f | the extension of f to |K|. Again, we will also use f to
denote |f |.

Theorem 1.5. [18, Theorem 2] There exists a correspondence that assigns to each T0 Alexan-
droff space a simplicial complex K(X) and a weak homotopy equivalence fX : |K(X)| → X.
Each map ϕ : X → Y of T0 Alexandroff spaces is also a simplicial map K(ϕ) : K(X)→ K(Y ),
and ϕ ◦ fX = fY ◦ K(ϕ).

The weak homotopy equivalence fX : |K(X)| → X considered in Theorem 1.5 is given
as follows, for each u ∈ |K(X)| we have that u is contained in a unique open simplex σu,
where σu is given by a chain v0 < ... < vn of X, then fX(u) = v0. If ϕ : X → Y is
a continuous map between two finite T0 topological spaces, then ϕ sends chains to chains.
Hence, K(ϕ)(v0 < ... < vn) = ϕ(v0) < ... < ϕ(vn).

Theorem 1.6. [18, Theorem 3] There exists a correspondence that assigns to each simplicial
complex K a T0 Alexandroff space X (K) and a weak homotopy equivalence fK : |K| → X (K).
Furthermore, to each simplicial map ψ : K → L is assigned a map X (ψ) : X (K) → X (L)
such that X (ψ) ◦ fK is homotopic to fL ◦ |ψ|.

Given a simplicial complex L, Li denotes the set of i-simplices of L. Finally, we recall a
definition that will appear in subsequent sections.

Definition 1.7. Let f, g : |K| → |L| be maps and K,L be simplicial complexes. f is simpli-
cially close to g if and only if for every x, there exists a simplex σx in L containing in its
closure f(x) and g(x).

The Euler characteristic of a finite poset (X,≤) is defined as the alternate sum of the
number of i-chains, where an i-chain in X consists of i+1 elements in X such that v0 < ... < vi.
The Euler characteristic of X is denoted by χ(X). Then,

χ(X) =
∑
i=0

(−1)i|{v0 < ... < vi|vi ∈ X for every i}|,

where |.| denotes the cardinal of a set.

Remark 1.8. It is trivial to check that for a finite T0 topological space X, the Euler char-
acteristic of X defined previously coincides with the classical Euler characteristic defined for
the simplicial complex K(X).

Given a finite T0 topological space X. The Hasse diagram of X is a directed graph. The
vertices are the points of X and there is an edge between two points x and y if and only
if x ≺ y. The direction of the edge goes from the lower element to the upper element. In
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subsequent Hasse diagrams we omit the orientation of the edges and we assume an upward
orientation.

A dynamical system for a topological space X consists of a triad (T, X, ϕ), where T is
usually Z (discrete dynamical system) or R (continuous dynamical system) and ϕ : T×X → X
is a continuous function satisfying the following: ϕ(0, x) = x for every x ∈ X and ϕ(t+s, x) =
ϕ(t, ϕ(s, x)) for all s, t ∈ T and x ∈ X. If t ∈ T is fixed, we denote ϕt : X → X for simplicity.
The classical definition of dynamical system for an Alexandroff space seems uninteresting.

Proposition 1.9. If A is an Alexandroff space, the only continuous dynamical system ϕ :
R×A→ A is the trivial one, i.e., ϕt : A→ A is the identity map for every t ∈ R.

Proof. We will treat A as a poset (A,≤) with the opposite order, that is to say, we consider
the upper sets. Then, if x ∈ A, Fx is an open set. We argue by contradiction. Suppose that
ϕt is not the identity map for every t ∈ R. Then, there exists s ∈ R with ϕs(x) 6= x for
some x ∈ X. On the other hand, ϕ is continuous at (0, x), so there exists ε > 0 such that
ϕ((−ε, ε) × Fx) ⊆ Fx. Concretely, it can be deduced that for every t ∈ (−ε, ε), ϕt : Fx → Fx
is a homeomorphism. We prove that ϕt(Fx) = Fx. Suppose there exists z ∈ Fx \ ϕt(Fx).
Since −t ∈ (−ε, ε), we have that ϕ−t(z) ∈ Fx, which implies the contradiction. From here,
it is immediate to deduced the desired assertion. It is not complicate to prove that s can be
considered in (−ε, ε). ϕs : Fx → Fx is a homeomorphism. Thus, there exists z ∈ Fx such that
ϕs(z) = x. ϕs should preserve the order, so x = ϕs(z) > ϕs(x) = y, but y > x.

Furthermore, if X is a finite T0 topological space and we have a discrete dynamical system
ϕ : Z × X → X, we get that ϕ1 = f is a homeomorphism. Hence, it is easy to check that
there exists a natural number n such that fn = id, where id denotes the identity map.

By the previous arguments, it seems natural to consider multivalued maps so as to be able
to establish new definitions of dynamical systems in this context. A first approach to start
can be to develop a proper fixed point theory. In [6], J.A. Barmak, M. Mrozek and T. Wanner
provide a Lefschetz fixed point theorem for multivalued maps and finite T0 topological spaces.
Before recalling the definitions and results obtained in [6], we recall the classical Lefschetz
fixed point theorem.

Given a finite polyhedron X and a continuous map f : X → X. The Lefschetz number of
f is defined as follows:

Λ(f) =
∑
i=0

(−1)itr(f∗ : Hi(X)→ Hi(X))

where f∗ denotes the linear map induced by f on the torsion-free part of the homology groups
of X and tr denotes the trace. This definition can be also extended to general topological
spaces that have homology groups finitely generated. Fix(f) denotes the topological subspace
of X given by the fixed points of f . Moreover, if f∗ is a linear map on the torsion-free part of
the homology groups of a topological space X that is not induced by a continuous map, we
will denote also by Λ(f∗) the alternate sum of the traces of f∗.

Theorem 1.10 (Lefschetz fixed point theorem). Given a finite polyhedron X and a continuous
function f : X → X. If Λ(f) 6= 0, there exists a point x ∈ X such that x = f(x).
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A proof of this theorem can be found for instance in [14] or [22]. Moreover, a finite
version of this theorem can be found in [2]. K. Baclawski and A. Björner proved the following
result, where the Euler characteristic that appears is the one defined previously for finite T0
topological spaces (finite posets).

Theorem 1.11. [2, Theorem 1.1] Let P be a finite poset and let f : P → P be an order-
preserving map. Then Λ(f) is the Euler characteristic of Fix(f). In particular, if Λ(f) 6= 0,
then Fix(f) 6= ∅.

Hence, the Lefschetz fixed point theorem for finite T0 topological spaces provides more
information about the structure of the fixed points set of a continuous map.

Definition 1.12. A topological space X is acyclic if the homology groups of X are isomorphic
to the homology groups of a point.

If X is an acyclic finite polyhedron and f : X → X is a continuous map, f has a fixed
point. Then, the Lefschetz fixed point theorem can be seen as a generalization of the Brouwer
fixed point theorem.

A generalization of the Lefschetz fixed point theorem is the so-called coincidence theorem,
it can be found in [10] proved by S. Eilenberg and D. Montgomery. Given two continuous
maps f, g : X → Y , it is said that f and g have a coincidence point if there exists x ∈ X
such that f(x) = g(x). Before enunciating the coincidence theorem, we recall a result of L.
Vietoris [26] that was generalized by E. G. Begle [7]. For simplicity, the results will be only
enunciated for compact polyhedra.

Definition 1.13. A continuous map f : X → Y , where X and Y are two compact polyhedra,
is a Vietoris map if f−1(y) is acyclic for every y ∈ Y .

Theorem 1.14 (Vietoris-Begle mapping theorem). If f : X → Y is a Vietoris map, where
X and Y are compact polyhedra, then f induces isomorphism in the homology groups.

Theorem 1.15 (Coincidence theorem). Let X and Y be compact polyhedra. If f, g : X → Y
are continuous maps, where g is a Vietoris map, then Λ(f∗◦g−1∗ ) is defined, and if Λ(f∗◦g−1∗ ) 6=
0, there exists a point x ∈ X such that f(x) = g(x).

We recall some definitions and results of [6]. We will take as definitions some characteri-
zations instead of the original ones in order to simplify.

Definition 1.16. [6, Lemma 3.2] Let F : X ( Y be an arbitrary multivalued map between two
finite T0 topological spaces. It is said that F is upper semicontinuous (lower semicontinuous)
if for all x1, x2 ∈ X with x1 ≤ x2 (x1 ≥ x2) and for all y1 ∈ F (x1) there exists y2 ∈ F (x2)
such that y1 ≤ y2 (y1 ≥ y2).

The notion of upper semicontinuity is defined for general topological spaces. Concretely,
a multivalued map F : X ( Y between two topological spaces is an upper semicontinuous
multivalued map if for each point x ∈ X and for each neighborhood V of F (x) in Y there
exists a neighborhood U of x in X such that F (U) =

⋃
x∈X F (x) is contained in V . Hence,

Definition 1.16 is a particularization of the previous one to finite topological spaces.
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Definition 1.17. [6, Lemma 3.4] Let F : X ( Y denote an arbitrary multivalued map
between two finite T0 topological spaces. It is said that F is strongly upper semicontinuous
(strongly lower semicontinuous) or susc (slsc) if for all x1, x2 ∈ X with x1 ≤ x2 (x1 ≥ x2),
F (x1) ⊆ F (x2) (F (x1) ⊇ F (x2)).

From now on, if F : X ( Y is a multivalued map between two finite T0 topological spaces,
we will denote by Γ(F ) the graph of F , that is to say, Γ(F ) = {(x, y)|y ∈ F (x)}. Hence, Γ(F )
can also be seen as a finite T0 topological space, where we are taking the lexicographic order
on Γ(F ) ⊆ X × Y . We denote by p : Γ(F )→ X and q : Γ(F )→ Y the projections of the first
and the second coordinate of Γ(F ), respectively. If F : X ( X is a multivalued map, x ∈ X
is called fixed point if x ∈ F (x).

In [6, Lemma 4.1], it is shown that if F : X ( Y is a susc (slsc) multivalued map
with acyclic values between two finite T0 topological spaces, then p induces isomorphism in
homology. Therefore, it makes sense to consider F∗ : Hn(X)→ Hn(Y ) defined as F∗ = q∗◦p−1∗ .
From here, it is proved a Lefschetz fixed point theorem.

Theorem 1.18. [6, Theorem 5.3] Let X be an arbitrary finite T0 topological space and let
F : X ( X be a susc or slsc mutlivalued map with acyclic values. If Λ(F ) 6= 0, then F has a
fixed point.

Now, we enunciate three of the main results of the paper. These results relies on the notion
of Vietoris-like maps and multivalued maps, which plays a central role herein. This notion
generalizes the multivalued maps considered in [6], i.e., every susc multivalued map F : X (
Y between finite T0 topological spaces with acyclic values is a Vietoris-like multivalued map,
see Proposition 2.16. The concept of Vietoris-like map is a finite analogous of the classical
definition of Vietoris map. Indeed, it also satisfies that induces isomorphisms in homology
groups. Then, we can obtain a coincidence theorem, as in the classical setting.

Theorem A (Coincidence theorem). Let f, g : X → Y be continuous maps between finite T0
topological spaces, where f is a Vietoris-like map, then Λ(g∗ ◦ f−1∗ ) is defined and if Λ(g∗ ◦
f−1∗ ) 6= 0, there exists x ∈ X such that f(x) = g(x).

From here, the classical Lefschetz fixed point theorem for finite topological spaces and
single valued maps can be deduced since the identity map is a Vietoris-like map. We generalize
the notion of Vietoris-like map to multivalued maps so as to obtain a new Lefschetz fixed point
theorem. One advantage of this notion is the fact that it is very flexible. In fact, there is no
kind of continuity required in the definition of a Vietoris-like multivalued map. Despite the
previous fact, Vietoris-like multivalued maps induce morphisms in homologoy groups. Then,
we obtain a generalization of Theorem 1.18.

Theorem B (Lefschetz fixed point theorem for multivalued maps). Given a finite T0 topo-
logical space X. If F : X ( X is a Vietoris-like multivalued map and Λ(F∗) 6= 0, then there
exists x ∈ X with x ∈ F (x).

In general, the composition of two Vietoris-like multivalued maps is not a Vietoris-like
multivalued map. But, the composition of Vietoris-like multivalued maps presents a good
behavior in terms of the Lefschetz fixed point theorem. Specifically,
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Theorem C. Let F : X ( X be a multivalued map, where X is a finite T0 topological space.
Suppose that F = Gn ◦ · · · ◦ G0, where Gi : Yi ( Yi+1, Y0 = Yn+1 = X, Yi is a finite T0
topological space and Gi is a Vietoris-like multivalued map. If Λ(Gn∗ ◦ · · · ◦ G0∗) 6= 0, then
there exists a point x ∈ X such that x ∈ F (x).

The organization of the paper is as follows. In Section 2, we introduce the notion of
Vietoris-like for single valued maps and multivalued maps and we present examples. In
Section 3, a coincidence theorem for finite topological spaces is obtained, Theorem A. Then,
Lefschetz fixed point theorems are deduced, e.g., Theorem B. Moreover, it is introduced the
notion of continuous selector for a multivalued map. An existence result of selectors for a
certain class of multivalued maps is obtained. Finally, coincidence theorems for multivalued
maps are given. In Section 4, hypothesis regarding to the image of the mutlivalued maps
considered in previous sections are relaxed. A Lefschetz fixed point theorem is obtained for
this new class of multivalued maps, Theorem C. To conclude, in Section 5, it is proposed
a method to approximate a dynamical system by finite topological spaces using the theory
developed previously.

2 Vietoris-like maps and multivalued maps

In this section, we introduce the notion of Vietoris-like for single valued maps and multivalued
maps, we also present some examples and properties.

Definition 2.1. Let f : X → Y be a continuous function between two finite T0 topological
spaces, we say that f is a Vietoris-like map if for every chain y1 < y2 < ... < yn in Y , we
have that

⋃n
i=1 f

−1(yi) is acyclic.

Remark 2.2. Definition 2.1 implies the surjectivity of the maps considered. Therefore, f :
X → X is a Vietoris-like map if and only if f is a homeomorphism. Moreover, if f : X → Y
is a Vietoris-like map, then f is also a Vietoris-like map when it is considered the other
possible partial order on X and Y at the same time.

Theorem 2.3. If f : X → Y is a Vietoris-like map, then f induce isomorphisms in all
homology groups.

Proof. The idea of the proof is to use [4, Corollary 6.5], which says that if ϕ : X → Y is
a continuous map between finite T0 topological spaces satisfying that K(ϕ−1(Uy)) (or equiv-
alently ϕ−1(Uy)) is acyclic for every y ∈ Y , then K(ϕ) ( or ϕ) induces isomorphism in all
homology groups. On the one hand, we have K(f)−1(σ) = K(

⋃n
i=1 f

−1(yi)), where σ is a
simplex given by some chain y1 < ... < yn in Y and σ denotes the subcomplex of K(Y )
given by σ and all its faces, i.e., all the possible subchains of y1 < ... < yn. We prove the
last assertion, if τ ∈ K(f)−1(σ), then K(f)(τ) ⊆ σ. Hence, K(f)(τ) is given by a subchain
of y1 < ... < yn, which implies that τ ∈ K(

⋃n
i=1 f

−1(yi)). We prove the other content, if
τ ∈ K(

⋃n
i=1 f

−1(yi)), then τ is given by a chain x1 < ... < xm, where xi ∈ f−1(yj) for some
j = 1, ..., n and i = 1, ...,m. K(τ) is given by the chain f(x1) ≤ ... ≤ f(xn), which is a
subchain of y1 < ... < yn. Therefore, K(f)(τ) ∈ σ.

By hypothesis, K(f)−1(σ) is acyclic due to the equality that we prove above. On the
other hand, we have X (K(f)−1(σ)) = X (K(f))−1(Uσ), where Uσ is the minimal open set of
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σ ∈ X (K(Y )), that is to say, Uσ consists of all subsimplices of σ. Therefore, we are in the
hypothesis of [4, Corollary 6.5] because for every σ ∈ X (K(Y )), we get that X (K(f))−1(Uσ)
is acyclic. Thus, X (K(f)) induces isomorphism in all homology groups. By Theorem 1.5 and
Theorem 1.6, it can be deduced that f induces isomorphisms in all homology groups.

Theorem 2.3 is a finite analogue of the Vietoris-Beggle mapping theorem. It also justifies
Definition 2.1, in the following example, we show that it is not possible to obtain an analogue
of a Vietoris-Begle mapping theorem (Theorem 1.14) for finite topological spaces if we keep
an analogue of the classical definition of Vietoris map (Definition 1.13).

Example 2.4. We consider X = {A,B,C,D,E, F} and the following relations A > C,D,E, F ;
B > C,D,E, F ; C >,E, F and D >,E, F , i.e., X is the minimal finite model of the 2-
dimensional sphere [5]. On the other hand, we consider Y = {M,N} and the relation M < N .
We define f as follows: f(A) = f(B) = f(C) = N and f(D) = f(E) = f(F ) = M . Clearly,
f is a continuous surjective function, we also have that f−1(M) and f−1(N) are contractible.
But, f does not induce isomorphism in homology, X is weak homotopy equivalent to a 2-
dimensional sphere and Y is weak homotopy equivalent to a point.

A B

C D

E F M

N

Figure 1: Schematic description of f on the Hasse diagrams of X and Y .

Lemma 2.5. If f : X → Y and g : Y → Z are two Vietoris-like maps between finite T0
topological spaces, then the composition g ◦ f is also a Vietoris-like map.

Proof. The continuity of g ◦ f is trivial. Let us take a chain z1 < ... < zn in Z,
⋃n
i=0 g

−1(zi)
is acyclic by hypothesis. If A =

⋃n
i=0 g

−1(zi), then f|f−1(A) : f−1(A) → A is a Vietoris-like
map trivially. Therefore, by Theorem 2.3, we get that f−1(A) and A have the same homology
groups, which implies that f−1(A) is acyclic.

Lemma 2.6. Let f : X → Y and g : Y → Z be continuous maps between finite T0 topological
spaces. If f and g ◦ f are Vietoris-like maps, then g is also a Vietoris-like map.

Proof. We denote h = g ◦ f . We take a chain z1 < z2 < ... < zn in Z. By hypothesis,⋃n
i=1 h

−1(zi) is acyclic, we denote A =
⋃n
i=1 g

−1(zi). We get that f|f−1(A) : f−1(A) → A
induces isomorphisms in all homology groups because f is a Vietoris-like map. Then, A is
acyclic and g is also a Vietoris-like map.
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Despite Lemma 2.5 and Lemma 2.6, the 2-out-of-3 property does not hold for Vietoris-like
maps in general as we show with the following example.

Example 2.7. We consider X = {A,B,C} with the following partial order: A,B < C. We
also consider Y = {D,E}, where we declare D < E. Finally, Z = {F}. We define f : X → Y
given by f(A) = D, f(B) = D and f(C) = E. We consider g : Y → Z as the constant map. It
is trivial to check that g and g◦f are Vietoris-like maps. On the other hand, f−1(D) = {A,B}
has the weak homotopy type of the disjoint union of two points. Then, f is not a Vietoris-like
map.

In addition, if f : X → Y is a Vietoris-like map and g : X → Y is a weak homotopy
equivalence which is homotopic to f , then g is not necessarily a Vietoris-like map.

Example 2.8. We consider X = {A,B}, where we declare A > B, and W = {C, D, E,
F,G, H, I, J,K}, where we declare C > F,G, I, J,K; D > F,H, I, J,K; E > G,H, I, J,K;
F > I, J ; G > I, J,K and H > J,K. W is the finite T0 topological space introduced in [24,
Figure 2]. W is weak homotopy equivalent to a point but it is not contractible. We consider
f : W → X given by f(C) = f(E) = f(G) = A and f(D) = f(F ) = f(H) = f(I) = f(J) =
f(K) = B and g : W → X given by g(C) = g(E) = A and g(W \ {C,E}) = B. It is easy to
check that f and g are continuous maps. f is a Vietoris-like map since f−1(A) is the minimal
closed set containing G (FG) and f−1(B) is the minimal open set containing D (UD), which
means that f−1(A) and f−1(B) are contractible. Furthermore, g is homotopic to f because
g ≤ f . But g is not a Vietoris-like map, g−1(A) does not have the same weak homotopy type
of a point since it is not connected. In Figure 2, we have represented the Hasse diagrams of
X and W .

C D E

F G H

I J K

f−1(A)

f−1(B)

g−1(A)

g−1(B)

A

B

WX

Figure 2: Hasse diagrams of W and X and schematic representations of f−1(A), f−1(B),
g−1(A) and g−1(B).

Now, we provide one of the main definitions.

Definition 2.9. Let F : X ( Y be a mutlivalued map between finite T0 topological spaces, F
is a Vietoris-like multivalued map if the projection p onto the first coordinate from the graph
of Γ(F ) is a Vietoris-like map.

9



It is important to observe that we do not require any notion of continuity in the multivalued
maps of Definition 2.9.

Remark 2.10. If F : X ( Y is a Vietoris-like multivalued map between finite T0 topological
spaces, then F (x) is acyclic for every x ∈ X. This is due to the fact that p−1(x) = x× F (x).

Furthermore, the compositions of Vietoris-like multivalued maps are not in general Vietoris-
like multivalued maps as we show in the following example. Before the example, we recall
the definition of the composition of multivalued maps. If F : X ( Y and G : Y → Z are
multivalued maps, then G ◦ F is given by G(F (x)) =

⋃
y∈F (x)G(y) .

Example 2.11. We consider X = {A,B,C,D} with the following partial order given as
follows A > C,D and B >,C,D, i.e., X is the minimal finite model of the circle. F : X ( X
is given by F (A) = {A,C,D}, F (B) = {B,C,D}, F (C) = C and F (D) = D. G : X ( X
is given G(A) = A, G(B) = B, G(C) = {C,A,B} and G(D) = {D,A,B}. It is easy to
check that F and G are Vietoris-like multivalued maps. On the other hand, G ◦ F : X ( X
is not a Vietoris-like multivalued map since G(F (A)) = X is not acyclic, which implies a
contradiction with Remark 2.10. In addition, G is an example of a Vietoris-like multivalued
map which is not usc.

On the other hand, we get

Lemma 2.12. If f : X → Y is a continuous map and G : Y ( Z is a Vietoris-like
multivalued map, where X,Y and Z are finite T0 topological spaces, then G ◦ f : X ( Z is a
Vietoris-like multivalued map.

Proof. By hypothesis, G is a Vietoris-like multivalued map. Then, pG is a Vietoris-like map,
where pG denotes the projection onto the first coordinate of the graph of G. We consider a
chain x1 < ... < xn in X, by the continuity of f , f(x1) ≤ ... ≤ f(xn) is a chain in Y . Hence,
A =

⋃n
i=1 p

−1
G (f(xi)) is acyclic. One point in A is of the form (f(xi), y), where y ∈ G(f(xi)).

We will prove that pG◦f is a Vietoris-like map, where pG◦f denotes the projection onto the
first coordinate of the graph of G ◦ f . Then, we need to show that B =

⋃n
i=1 p

−1
G◦f (xi) is

acyclic. To do that, we verify that A and B are homotopy equivalent. One point in B is of
the form (xi, y), where y ∈ G(f(xi)). We define L : B → A given by L(xi, y) = (f(xi), y). L is
trivially well defined and continuous. We consider R : A→ B given by R(z, y) = (f−1min(z), y),
where f−1min(z) denotes the minimum of the intersection of f−1(z) with {x1, ..., xn}. R is
well defined since f−1min(z) is a non-empty subset of a totally ordered set (x1 < ... < xn). If
(z, y), (z′, y′) ∈ A with (z, y) ≤ (z′, y′), then R(z, y) = (f−1min(z), y) ≤ (f−1min(z′), y′) = R(z′, y′).
We argue by contradiction, suppose f−1min(z) > f−1min(z′), z = f(f−1min(z)) ≥ f(f−1min(z′)) = z′,
but z ≤ z′. Therefore, the only possibility is z = z′ and we get f−1min(z) = f−1min(z′), which
entails a contradiction. It is easy to check that L ◦ R is the identity map in A. Finally, if
(xi, y) ∈ B, R(L(xi, y)) = R(f(xi), y) = (min(f−1(f(xi)) ∩ {x1, ..., xn}), y) ≤ (xi, y), which
means that R ◦ L is homotopic to the identity map in B. Thus, A and B are homotopy
equivalent.

If f : Y → Z is a continuous map between finite T0 topological spaces and F : X ( Y is
a Vietoris-like multivalued map between finite T0 topological spaces, the composition f ◦F is
defined as follows:

f(F (x)) =
⋃

y∈F (x)

f(x).

10



In the previous conditions, it is not possible to get an analogue of Lemma 2.12 as we prove
in the following example.

Example 2.13. We consider the finite topological space of one point, X = {A}. We also
consider Y = {B,C,D,E} with the following relation B < C > D < E and Z = {F,G,H, I}
such that F > H, I and G > H, I. F : X ( Y is given by F (A) = Y . Then, F is clearly a
Vietoris-like multivalued map. f : Y → Z is given by f(B) = H, f(D) = I, f(C) = F and
f(E) = G. It is immediate to get that f is a continuous map. We have f(F (A)) = Z, which
implies that f(F (A)) is weak homotopy equivalent to a circle because Z is the minimal finite
model of the circle. If we suppose that f ◦ F : X ( Z is a Vietoris-like multivalued map, we
get a contradiction with Remark 2.10.

A

B

C E

D

F

H

G

I

F f

X Y Z

Figure 3: Schematic description of F and f on the Hasse diagrams of X,Y and Z.

Remark 2.14. If f : X → Y is a continuous map between finite T0 topological spaces, it is
trivial show that the projection of the graph of f onto the first coordinate p is a Vietoris-like
map. In fact, p is a homeomorphism. On the other hand, since every continuous map f can be
seen as a multivalued map, we get that every continuous map f is a Vietoris-like multivalued
map. It is simple to show that f∗ = q∗ ◦ p−1∗ because f ◦ p = q, where q : Γ(f) → Y denotes
the projection onto the second coordinate.

If F : X ( Y is a Vietoris-like multivalued map between finite T0 topological spaces,
F∗ : H∗(X) → H∗(Y ) denotes the morphism induced in homology given by F∗ = q∗ ◦ p−1∗ ,
where q : Γ(F ) → Y denotes the projection onto the second coordinate. Since p induces
isomorphisms in all homology groups F∗ is well defined. If p is not a Vietoris-like map but
induces isomorphisms in all homology groups, F∗ is also considered as F∗ = q∗ ◦ p−1∗ .

Example 2.15. We consider X = {A,B,C,D,E}, where A,B,C < D,E, and F : X ( X
given by F (A) = {D,B,A}, F (B) = B, F (C) = C,F (D) = D, F (E) = {C,E,D}. It is
immediate that F is a usc multivalued map. Moreover, it is easy to prove that F is not a
Vietoris-like multivalued map since p−1(A) ∪ p−1(E) is weak homotopy equivalent to a wedge
sum of two circles. Then, the property of being usc does not imply the property of being a
Vietoris-like multivalued map.

As examples of Vietoris-like multivalued maps, we have the multivalued maps considered
in [6], see the hypothesis of Theorem 1.18. In terms of continuity, Vietoris-like multivalued
maps are more flexible than the ones mentioned above since the properties of being susc or
slsc are not considered to prove Theorem B (Lefschetz fixed point theorem for multivalued

11



D E

A B C (A,A) (A,B)

(A,D) (E,E)

(E,D)

(E,D)
(A,D)

(A,B)

(E,E)

(A,A)

(E,C)

(E,C)

Figure 4: From left to right, Hasse diagrams of X and p−1(A)∪ p−1(E) and McCord complex
of p−1(A) ∪ p−1(E).

maps) in Section 3. It is easy to find Vietoris-like multivalued maps that are not susc with
acyclic values. For instance, every continuous map f : X → Y can be seen as a Vietoris-like
multivalued map, Remark 2.14. For more examples, see the multivauled map G considered in
Example 2.11 or the following propositions. The multivalued map considered in Proposition
2.17 cannot be clearly a susc multivalued map unless it is constant.

Proposition 2.16. If F : X ( Y is a multivalued map susc (slsc) such that F (x) is acyclic
for every x ∈ X, then F is a Vietoris-like multivalued map.

Proof. The continuity of p is trivial to show. We follow similar techniques than the ones used
in [6, Lemma 4.1] so as to get that p is a Vietoris-like map. Let us take a chain x1 < ... < xn
in X, we denote A =

⋃n
i=1 p

−1(xi). The idea is to show that A has the same homotopy type
of F (xn). We define i : F (xn) → A given by i(z) = (xn, z), clearly, i is well defined and
continuous. We also consider r : A→ F (xn) given by r(xi, y) = y, we get by hypothesis that
xi ≤ xn implies F (xi) ⊆ F (xn), so r is well defined, the continuity of r is trivial to check. It
is immediate that r ◦ i = idF (xn). On the other hand, i ◦ r ' idA because for every (xi, y) ∈ A
we get that i(r(xi, y)) = i(y) = (xn, y) ≥ (xi, y) = idA(xi, y). Thus, A is homotopy equivalent
to F (xn), which implies that F is a Vietoris-like multivalued map.

The second case, the one in parenthesis, is analogous. If we change the partial order
on X and Y at the same time, we are in the previous hypothesis and the result follows
immediately.

Proposition 2.17. If f : X → Y is a Vietoris-like map, then F : Y ( X given by F (y) =
f−1(y) is a Vietoris-like multivalued map.

Proof. We need to show that the projection of the graph of F onto the first coordinate is a
Vietoris-like map. We take a chain y1 < ... < yn in Y . We denote A =

⋃n
i=1 p

−1(yi). We
define g : A→

⋃n
i=1 f

−1(yi) given by g(yi, zi) = zi, where we have that zi ∈ f−1(yi) for some
yi, so g is well defined. The continuity of g follows trivially. Now, we prove that g is injective.
We take (yi, z), (yj , w) ∈ A satisfying that (yi, z) 6= (yj , w). We have two options. The first
one is yi 6= yj , then, it is clear that z 6= w because f(z) = yi and f(w) = yj . We deduce that
g(yi, z) 6= g(yj , w). The second option, yi = yj and z 6= w, implies z = g(yi, z) 6= g(yj , w) = w.
We define t :

⋃n
i=1 f

−1(yi) → A as follows: t(z) = (yi, z), where z ∈ f−1(yi) for some yi in
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the chain y1 < ... < yn. We have that t is well defined since f is a map. Suppose z ≤ w,
where z, w ∈

⋃n
i=1 f

−1(yi), t(z) = (yi, z) and t(w) = (yj , w) for some yi and yj , the chain
y1 < ... < yn is a totally ordered set, so yi ≤ yj or yi > yj . Suppose that yi > yj holds.
By the continuity of f we obtain a contradiction because yi = f(z) ≤ f(w) = yj . Therefore,
the only possibility is yi ≤ yj , which implies that t(z) = (yi, z) ≤ (yj , w) = t(w). Hence, t
is a continuous map. It is easy to check that t ◦ g and g ◦ t are the identity map in A and⋃n
i=1 f

−1(yi), respectively. Thus, g is indeed a homeomorphism. From here, we get that A is
acyclic and p is a Vietoris-like map.

Proposition 2.18. If F : X ( Y is a usc (resp. slc) multivalued map with F (x) containing
a maximum (resp. minimum) for every x ∈ X, then F is a Vietoris-like multivalued map.

Proof. We prove the result for the first case. We take a chain x1 < ... < xn in X and we
denote A =

⋃n
i=1 p

−1(xi). We argue as we did in the proof of Proposition 2.16. We denote by
xi the maximum of F (xi) for i = 1, ..., n. We define f : A→ A as follows f(xi, z) = (xn, xn).
f is trivially a continuous map. We check that f ≥ idA. By hypothesis, F is usc, therefore,
for every z ∈ F (xi) there exists w ∈ F (xn) such that z ≤ w. On the other hand, F (xn)
contains a maximum, so z ≤ w ≤ xn. From here, we deduce the desired result.

For the second case, we only need to change the partial order on X and Y at the same
time. Then, we are in the hypothesis of the first case.

With the following example, we show that if F : X ( Y is a usc multivalued map such
that F (x) contains a minimum for every x ∈ X, then F is not necessarily a Vietoris-like
mutlivalued map.

Example 2.19. We consider X = {H, I} with H < I and Y = {A,B,C,D} with A > C,D
and B > C,D, that is to say, a finite model of the unit interval and the circle. We define
F : X ( Y given by F (H) = {D} and F (I) = {A,B,C}. F is clearly usc and satisfies that
for every x ∈ X there exists a minimum in F (x). The finite topological space associated to
the graph of F is given by Γ(F ) = {(I, A), (I,B), (I, C), (H,D)} with the following partial
order: (I, A) > (I, C), (H,D) and (I,B) > (I, C), (H,D). Hence, Γ(F ) is a finite model of
the circle. Thus, the projection onto the first coordinate of the graph of F is not a Vietoris-like
map.

Proposition 2.20. If f : X → Y is a continuous map between finite T0 topological spaces,
the second projection of the graph of F : f(X) ( X given by F (y) = f−1(y) is a Vietoris-like
map.

Proof. We denote by q : Γ(F ) → X the projection onto the second coordinate. We have
trivially that q is surjective, for every x ∈ X we get (f(x), x) ∈ Γ(F ). If z, t ∈ q−1(x) for
some x ∈ X, we get f(x) = z and f(x) = t, so z = t. Then, the cardinality of q−1(x) is one.
Let us take a chain x1 < x2 < ... < xn in X. Hence, we need to show that A =

⋃n
i=1 q

−1(xi)
is acyclic. We check that (tn, xn) = q−1(xn) ∈ A is a maximum. If (ti, xi) = q−1(xi) with
i < n, we have f(xi) = ti and f(xn) = tn. By the continuity of f , we deduce that ti ≤ tn,
which implies q−1(xn) ≥ q−1(xi). Thus, A is contractible.
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3 A coincidence theorem for finite topological spaces

In this section, we prove a coincidence theorem for finite topological spaces. As a consequence,
we will obtain some versions of the Lefschetz fixed point theorem.

Proposition 3.1. Given two finite T0 topological spaces X,Y and two continuous functions
f, g : X → Y . If there exists x ∈ |K(X)| such that |K(f)|(x) = |K(g)|(x), then there exists
y ∈ X with f(y) = g(y).

Proof. We denote f ′ = |K(f)| and g′ = |K(g)| for simplicity. By [18, Theorem 2], we have
the following relations, fY ◦ f ′ = f ◦ fX and fY ◦ g′ = g ◦ fX , where fX : |K(X)| → X
and fY : |K(Y )| → Y are weak homotopy equivalences. Let us take x ∈ |K(X)| such that
f ′(x) = g′(x). Using the previous relations we get:

f(fX(x)) = fY (f ′(x)) = fY (g′(x)) = g(fX(x)).

Therefore, y = fX(x) ∈ X satisfies that f(y) = g(y), as we wanted.

Now, we prove one of the main results.

Proof of Theorem A. By Theorem 2.3, Λ(g∗ ◦ f−1∗ ) is well defined. For the second part,
we argue by contradiction. Suppose that f and g do not have coincidence points, i.e., for
every x ∈ X, we have f(x) 6= g(x). We define an acyclic carrier Φ : K(Y )→ K(X), that is to
say, Φ is a function which assigns an acyclic subcomplex of K(X) for each simplex σ ∈ K(Y )
and satisfies that if σ ⊆ τ , then Φ(σ) ⊆ Φ(τ). For every simplex σ ∈ K(Y ), where σ is given
by a chain y1 < ... < yn of Y , we define Φ(σ) = K(

⋃
i=1,...,n f

−1(yi)). By hypothesis, f is a
Vietoris-like map, so Φ(σ) is acyclic. Furthermore, by construction, it is clear that if τ ⊆ σ,
we have Φ(τ) ⊆ Φ(σ). By the acyclic carrier theorem (see for instance [22, Theorem 13.3]),
there exists a chain-map φ : C∗(K(Y )) → C∗(K(X)), which is carried by Φ, i.e., for every
n-simplex σ in K(Y ), φ(σ) is a linear combination of simplices of Cn(Φ(σ)). We will show
inductively that K(f)#(φ(σ)) = σ for every σ ∈ K(Y ), where K(f)# denotes the chain-map
induced by the simplicial map K(f) : K(X) → K(Y ). Without loss of generality, we can
assume that K(f)#(φ(v)) = v for every vertex in K(Y ), since φ(v) can be taken as a vertex
in K(f)−1(v), see [22, Proof of Theorem 13.3]. If e is an edge, we have ∂(K(f)#(φ(e))) = ∂e.
We also know that φ(e) is a linear combination of edges of Φ(e), that is to say, φ(e) =

∑
kiτi,

where ki is a coefficient and τi is an edge in Φ(e) for every i. We have that K(f) is a simplicial
map, which implies that K(f)# sends τi to zero or e. Therefore, K(f)#(φ(e)) =

∑
j kje.

Since ∂(K(f)#(φ(e))) = ∂e we get that
∑

j kj = 1 and we deduce K(f)#(φ(e)) = e. We can
follow inductively to prove the result. From here, it is easy to deduce that K(f)# ◦ φ is chain
homotopic to the identity chain-map id# : C∗(K(Y )) → C∗(K(Y )). Then, φ corresponds in
homology to K(f)−1∗ .

We consider µ = K(g)# ◦ φ : C∗(K(Y )) → C∗(K(Y )). We denote by µ∗ the induced
homomorphism in homology. We also have∑

i=0

(−1)itrace(µi) =
∑
i=0

(−1)itrace(µ∗ : Hi(K(Y ))→ Hi(K(Y ))).

See for instance [14, Proof of Theorem 2C.3].
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If the trace of µi is not zero for some i, we get that there exists a simplex σ ∈ Ci(K(Y ))
with µi(σ) = kσ+ ..., where k is a non-zero coefficient. Therefore, there exists γ in φ(σ) with
K(g)#(γ) = σ. We prove the last assertion, we have φ(σ) =

∑
kjτj , where τj ∈ Ci(Φ(σ))

is a simplex and kj is a coefficient for every j. Since K(g) is a simplicial map, K(g)# sends
τj to an i-simplex or zero, which implies the desired assertion. In fact, |K(g)| restricted to
γ is a homeomorphism, where γ ⊂ |K(X)| denotes the closed simplex given by the simplex
γ ∈ K(X). On the other hand, we get that |K(f)|(γ) ⊆ σ. Then, by the Brouwer fixed point
theorem, |K(f)| ◦ |K(g)|−1|γ : σ → σ has a fixed point t. Therefore, |K(g)|−1|γ (t) is a coincidence

point for |K(f)| and |K(g)|. By Proposition 3.1, we get that f and g have a coincidence point,
which entails a contradiction.

Previously, we proved that K(f)−1∗ = φ∗. Then, µ∗ = K(g)∗ ◦ K(f)−1∗ , which implies that∑
i(−1)itrace(K(g)∗ ◦ K(f)−1∗ ) = 0. In addition, Λ(K(g)∗ ◦ K(f)−1∗ ) = Λ(trace(g∗ ◦ f−1∗ ). We

prove the last equality. By Theorem 1.5, we have f∗ ◦ fX∗ = fY ∗ ◦ K(f)∗ and g∗ ◦ fX∗ =
fY ∗ ◦K(g)∗. Since f∗, K(f)∗, fX∗ and fY ∗ are isomorphisms, we get f−1∗ = fX∗ ◦K(f)−1∗ ◦f−1Y ∗
and g∗ = fY ∗ ◦K(g)∗ ◦ f−1X∗. Then, g∗ ◦ f−1∗ = fY ∗ ◦K(g)∗ ◦K(f)−1∗ ◦ f−1Y ∗ . By the properties of
the trace, we get the desired equality, which entails a contradiction because Λ(g∗ ◦ f−1∗ ) 6= 0.
Thus, there must exists a point x ∈ X such that f(x) = g(x).

Suppose f, g : X → Y are continuous maps, where X and Y are finite T0 topological
spaces and f is a Vietoris-like map. If Λ(g∗ ◦ f−1∗ ) 6= 0 and g′ : X → Y is a continuous map
homotopic to g, then g′ and f have at least one coincidence point. The opposite result does
not hold, that is to say, if f ′ : X → Y is a continuous map homotopic to f , then f ′ and g do
not have necessarily a coincidence point.

Example 3.2. We consider X = {A,B,C}, where C > A,B, f : X → X given by f(C) = C,
f(A) = B and f(B) = A, g : X → X given by g(y) = A for every y ∈ X and f ′ : X → X given
by f ′(y) = B for every y ∈ X. It is easy to deduce that f and f ′ are homotopic. Moreover, f
is a Vietoris-like map and Λ(g∗ ◦ f−1∗ ) 6= 0. But, f ′ and g do not have a coincidence point.

We can also obtain coincidence theorems for multivalued maps as corollaries of Theorem
A.

Corollary 3.3. Let f : X → Y be a continuous map between finite T0 topological spaces such
that f is a Vietoris-like map and let F : X ( Y be a Vietoris-like multivalued map. Then,
Λ(F∗ ◦ f−1∗ ) is defined and if Λ(F∗ ◦ f−1∗ ) 6= 0, there exists x ∈ X such that f(x) ∈ F (x).

Proof. We have the following diagram,

X Y

Γ(F )

f

p
q

By hypothesis, p is a Vietoris-like map. Then, f ◦ p is a Vietoris-like map due to Lemma 2.5,
so we are in the hypothesis of Theorem A. Therefore, there exists (x, y) ∈ Γ(F ) such that
f(p(x, y)) = q(x, y), so f(x) = y ∈ F (x).
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Corollary 3.4. Let f : X → Y be a continuous map between finite T0 topological spaces and
let F : X ( Y be a multivalued map such that the second projection, q, is a Vietoris-like
map. Then, Λ(f∗ ◦F−1∗ ) is defined, where F−1∗ = p∗ ◦ q−1∗ , and if Λ(f∗ ◦F−1∗ ) 6= 0, there exists
x ∈ X such that f(x) ∈ F (x).

Proof. We have the following diagram,

X Y

Γ(F )

f

p
q

F−1∗ is well defined since q induces isomorphisms in all homology groups, Theorem 2.3. We
are in the hypothesis of Theorem A. Thus, there exists a coincidence point (x, y) ∈ Γ(F ) with
y = q(x, y) = f(p(x, y)) = f(x) so f(x) ∈ F (x).

From the theory developed previously, it is easy to get an analogue of the Lefschetz fixed
point theorem for Vietoris-like multivalued maps.

Proof of Theorem B. Λ(F∗) is well defined since F is a Vietoris-like multivalued map.
Then, we are in the hypothesis of Corollary 3.3, where we are considering the identity map
as the single valued map.

We can also obtain the classical Lefschetz fixed point theorem for finite spaces [2] using
the previous techniques.

Corollary 3.5 (Lefschetz fixed point theorem). Let f : X → X be a continuous function and
let X be a finite T0 topological space. If Λ(f) 6= 0, there exists a fixed point. Furthermore,
Λ(f) is the Euler characteristic of Fix(f).

Proof. By Remark 2.14, f can be seen as a Vietoris-like multivalued map. Then, we are in
the hypothesis of Theorem B.

The second part follows easily from the fact that p is a homeomorphism. Then, we have
q ◦ p−1 : X → X and the following relations:

Λ(f∗) = Λ(q∗ ◦ p−1∗ } =
∑
i=0

(−1)itrace(q∗ ◦ p−1∗ ) =
∑
i=0

(−1)i|{σ ∈ K(X)i|q(p−1(σ)) = σ}| =

=
∑
i=0

(−1)i|{v0 < ... < vi|q(p−1(v0 < ... < vi)) = v0 < ... < vi}| =

=
∑
i=0

(−1)i|{v0 < ... < vi|q(p−1(vj)) = vj where j ∈ {0, ..., i}}| =

=χ(Fix(f)).

The previous relations are the same used in [2, Theorem 1.1].
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A continuous selector for a multivalued map F : X ( Y is a continuous function f : X →
Y such that f(x) ∈ F (x) for every x ∈ X, where X and Y are finite T0 topological spaces. In
[6], it is proved that if F : X ( X is a susc (slsc) multivalued map with acyclic values and f
is a continuous selector, then Λ(f) = Λ(F∗). With the following proposition, we extend the
class of multivalued maps satisfying that Λ(f) = Λ(F ) for every continuous selector f of F .

Proposition 3.6. Let X and Y be finite T0 topological spaces. If F : X ( Y is a multivalued
map usc (lsc) such that F (x) contains a maximum (minimum) x for every x ∈ X, then there
exists a continuous selector f for F with F∗ = f∗. Furthermore, if X = Y , Λ(F∗) = Λ(f). If
g is another continuous selector for F , Λ(g) = Λ(F∗).

Proof. By Proposition 2.18, F is a Vietoris-like multivalued map. Firstly, we construct a
continuous selector f for F . We consider f : X → Y given by f(x) = x ∈ F (x). We prove the
continuity of f . If x ≤ y, we know by the usc property that for every x′ ∈ F (x) there exists
y′ ∈ F (y) with x′ ≤ y′. Then, there exists y′ ∈ F (y) with x ≤ y′ ≤ y, so x = f(x) ≤ f(y) = y.
We have the following diagram, where p and q denote the projection from the graph of F onto
the first and second coordinates respectively.

Γ(F )

X Y

p
q

f

If (x, z) ∈ Γ(F ), we have z = q(x, z) ≤ f(p(x, z)) = f(x) = x ∈ F (x). Therefore, f ◦ p is
homotopic to q. Concretely, we have f∗ = q∗ ◦ p−1∗ = F∗ since p is a Vietoris-like map. Thus,
if X = Y , Λ(F∗) = Λ(f∗).

Suppose there is another continuous selector g for F . We prove that g ≤ f . Suppose
x ∈ X, g(x) ∈ F (x) and f(x) ≥ y for every y ∈ F (x), which implies that f(x) ≥ g(x). Thus,
Λ(g) = Λ(f) = Λ(F∗).

The result in parenthesis follows directly from the previous one. Suppose F is a multivalued
map lsc such that F (x) contains a minimum for every x ∈ X. Then, taking the other possible
partial order on X and Y , we are in the previous conditions.

Example 3.7. We consider X = {A,B,C,D} with the partial order given as follows A >
C,D and B > C,D, that is to say, X is the minimal finite model of the circle. We consider
Y = {E,F,G,H, I, J,K,L} with the following relations E > L < H > D < G > B < F >
C < E. Y is also a finite model of the circle. T : X ( Y is defined as follows T (C) = I,
T (D) = K, T (A) = {E,H,L} and T (B) = {F,G, J}. It is trivial to check that T is usc
and the image of every point has a minimum. Furthermore, T does not have any continuous
selector, arguing by contradiction the result follows easily.

Let F,G : X ( Y be multivalued maps, we say that F and G have a coincidence point if
there exists x ∈ X such that G(x) ∩ F (x) is non-empty. Combining Theorem 1.15, Corollary
3.3, Corollary 3.4 and the notion of continuous selector, it is easy to deduce the following
result.

Theorem 3.8. Let F : X ( Y and G : X → Y be multivalued maps between finite T0
topological spaces.
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1. If F is a Vietoris-like multivalued map and G admits a continuous selector g that is also
a Vietoris-like map, then Λ(F∗ ◦ g−1∗ ) is defined and if Λ(F∗ ◦ g−1∗ ) 6= 0, F and G have
a coincidence point.

2. If the projection onto the second coordinate of the graph of F is a Vietoris-like map and
G admits a continuous selector g, then Λ(g∗ ◦ F−1∗ ) is defined and if Λ(g∗ ◦ F−1∗ ) 6= 0,
F and G have a coincidence point.

3. If G admits a continuous selector g that is a Vietoris-like map, F admits a continuous
selector f and Λ(f∗ ◦ g−1∗ ) 6= 0, then F and G have a coincidence point.

4 A Lefschetz fixed point theorem for the composition of Vietoris-
like multivalued maps

In Section 3, given a mutlivalued map F : X ( X, hypothesis regarding to the image of
every point x ∈ X are required so as to obtain a version of the classical Lefschetz fixed point
theorem. We will show that a Lefschetz fixed point theorem can be obtained for some special
multivalued maps such that the image of every point is not necessarily acyclic.

Lemma 4.1. Let f : X → Y be a continuous map and G : Y ( Z be a multivalued map
such that the projection of its graph onto the first coordinate induce isomorphism in homology,
where X,Y and Z are finite T0 topological spaces. If H = G ◦ f satisfies that the projection
of its graph onto the first coordinate induce isomorphism in homology, then H∗ = G∗ ◦ f∗.

Proof. We only need to follow the same structure for the analogue result obtained in [23,
Theorem 3.8]. We denote by Γ(f),Γ(G) and Γ(H) the finite T0 topological spaces given by the
graphs of f,G and H, moreover, pf , qf , pG, qG, pH and qH denote their respective projections,
where p denotes the projection onto the first coordinate and q the projection onto the second
coordinate. We also define an auxiliary map from Γ(H) to Y , F : Γ(H) → Y given by
F (x, z) = f(x). The continuity of F is trivial since F is the composition of continuous maps,
pH and f . Again, Γ(F ) denotes the finite T0 topological space given by the graph of F , we
denote by φ1 and φ2 their respective projections onto the first and second coordinates. Finally,
we define two extra auxiliary maps from Γ(F ), φ3 : Γ(F )→ Γ(f) given by φ3((x, z), y) = (x, y)
and φ4 : Γ(F )→ Γ(G) given by φ4((x, z), y) = (y, z). It is clear that φ3 and φ4 are continuous
maps because they preserve the order. It is easy to check that the following diagram of
continuous maps is commutative.

X Γ(f) Y Γ(G) Z

Γ(F )

Γ(H)

pf

qf
pG

qG

φ2
φ3

φ4φ1

φ1

pH

qH

By the commutativity of the diagram, we can obtain the following equalities:

pH ◦ φ1 = pf ◦ φ3 (1)
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φ2 = qf ◦ φ3 (2)

qH ◦ φ1 = qG ◦ φ4 (3)

φ2 = pG ◦ φ4. (4)

On the other hand, pf , pG, pH , φ1 induce isomorphism in homology, so we can take its inverses
after applying the homological functor to the previous diagram. Therefore, we can deduce
from equations (1) and (2).

qf∗ ◦ p−1f∗ = φ2∗ ◦ φ−11∗ ◦ p
−1
H∗ (5)

Combining equations (3) and (4) we can also obtain the following relation:

qH∗ = qG∗ ◦ p−1G∗ ◦ φ2∗ ◦ φ
−1
1∗ . (6)

To conclude we only need to combine equations equations (5) and (6) so as to obtain the
desired result.

H∗ = qH∗ ◦ p−1H∗ = qG∗ ◦ p−1G∗ ◦ φ2∗ ◦ φ
−1
1∗ ◦ p

−1
H∗ = qG∗ ◦ p−1G∗ ◦ qf∗ ◦ p

−1
f∗ = G∗ ◦ f∗ (7)

Now, using the previous lemmas, we can prove the generalization of Theorem B.

Proof of Theorem C. We show the result for the case F = G1 ◦G0, that is to say, n = 1.
For a general n ∈ N, the proof is a generalization of the case n = 1, we will indicate how to
do it for the case n = 2 and the general case.

We have that G0 : X ( Y and G1 : Y ( X are Vietoris-like multivalued maps. Γ(G0)
denotes the graph of G0, where we have the natural projections p0 : Γ(G0) → X and q0 :
Γ(G0)→ Y . By hypothesis, we know that p0 is a Vietoris-like map. We consider the following
composition, G1 ◦q0 : Γ(G0) ( X, by Lemma 2.12, G1 ◦q0 is a Vietoris-like multivalued map.
Again, Γ(G1 ◦ q0) denotes the finite T0 topological space given by the graph of G1 ◦ q0, where
we also have the natural projections p1 : Γ(G1 ◦ q0) → G0 and q1 : Γ(G1 ◦ q0) → X. Again,
p1 is a Vietoris-like map. We also have that p0 ◦ p1 is a Vietoris-like map by Lemma 2.5. We
get the following diagram.

Γ(G1 ◦ q0) X

Γ(G0) Y

X

q1

p1

q0

p0

G1

G0

It is clear that q0∗ = G0∗ ◦ p0∗ because G0∗ is by construction q0∗ ◦ p−10∗ . By Lemma 4.1,
G1∗ ◦ q0∗ = (G1 ◦ q0)∗ = q1∗ ◦ p−11∗ and then G1∗ ◦ q0∗ ◦ p1∗ = q1∗. From here, we can deduce

G1∗ ◦G0∗ = G1∗ ◦ q0∗ ◦ p−10∗ = q1∗ ◦ p−11∗ ◦ p
−1
0∗ = q1∗ ◦ (p0 ◦ p1)−1∗ . (8)

Therefore, Λ(G1∗◦G0∗) = Λ(q1∗◦(p0◦p1)−1∗ ) 6= 0, where q1, p0◦p1 : Γ(G1◦q1)→ X are continu-
ous maps between finite T0 topological spaces. Thus, we are in the hypothesis of Theorem A, so
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there is a coincidence point for q1 and p0◦p1, let us denote that point by ((x, y), z) ∈ Γ(G1◦q0),
where (x, y) ∈ Γ(G0), q1((x, y), z) = z = p0(p1((x, y), z)) = p0(x, y) = x. Hence, x = z and
x ∈ G1(q0(x, y)) = G1(y). But y ∈ G0(x), so x ∈ G1(G0(x)) = F (x).

Now, suppose that F = G2 ◦G1 ◦G0, where G0 : X → Y1, G1 : Y1 → Y2 and G2 : Y2 → X
are Vietoris-like multivalued maps and Y1, Y2 are finite T0 topological spaces. We argue
as we did before, we consider G1 ◦ q0 : Γ(G0) → Y2, which is a Vietoris-like multivalued
map. Repeating the arguments used before, it can be obtained that the square and the
bottom triangle of the following diagram commute after applying the homological functor.
We consider G2 ◦ q1 : Γ(G1 ◦ q0) → X, G2 ◦ q1 is a Vietoris-like multivalued map by Lemma
2.12. Γ(G2 ◦ q1) denotes the graph of G2 ◦ q1, where p2 and q2 are the projections onto the
first and second coordinates respectively.

Γ(G2 ◦ q1)

Γ(G1 ◦ q0) Y2 X

Γ(G0) Y1

X

p2
q2

q1

p1

G2

q0

p0

G1

G0

By Lemma 2.5, p0 ◦ p1 ◦ p2 is a Vietoris-like map. Using Lemma 4.1, it can be proved that
Λ(G2∗ ◦ G1∗ ◦ G0∗) = Λ(q2∗ ◦ (p0 ◦ p1 ◦ p2)−1∗ ). By Theorem A, there exists a coincidence
point for p0 ◦ p1 ◦ p2 and q2. Let us denote that point by (((x, y), z), t) ∈ Γ(G2 ◦ q1). Then,
p0(p1(p2((((x, y), z), t)) = p0(p1((x, y), z)) = p0(x, y) = x = t = q2((((x, y), z), t)). By con-
struction, t ∈ F (x), so there exists a fixed point for F .

For a general n, we only need to use the same arguments described before. Keeping the
same notation introduced, we have 0 6= Λ(Gn∗ ◦ · · · ◦G0∗) = Λ(qn ◦ (p0 ◦ · · · pn)−1∗ ). p0 ◦ · · · pn
is a Vietoris-like map since it is the composition of Vietoris-like maps, Lemma 2.5. Then
(p0 ◦ · · · ◦ pn)−1∗ is well defined. By Lemma 4.1, we get

Gn∗ ◦ · · · ◦G1 ∗ ◦G0∗ = Gn∗ ◦ · · · ◦G1 ∗ ◦q0∗ ◦ p−10∗ = Gn∗ ◦ · · · ◦ (G1 ◦ q0)∗ ◦ p−10∗ =

= Gn∗ ◦ · · · ◦G2∗ ◦ q1∗ ◦ p−11∗ ◦ p
−1
0∗ = Gn∗ ◦ · · · ◦ (G2 ◦ q1)∗ ◦ p−11∗ ◦ p

−1
0∗ =

= Gn∗ ◦ · · · ◦ q2∗ ◦ p−12∗ ◦ p
−1
1∗ ◦ p

−1
0∗ = · · · = qn∗ ◦ p−1n∗ ◦ · · · p−10∗ .

By Theorem A, there is a coincidence point for qn and p0 ◦ · · · pn, which implies that there is
a fixed point for F .

In general, we cannot expect to obtain every mutlivalued map as a composition of Vietoris-
like multivalued maps as we show in the following example.

Example 4.2. Let us consider X = {A,B,C} with A,B < C and F : X ( X given by
F (A) = B,F (B) = A and F (C) = {A,B}. F is clearly a susc multivalued map with images
that are not weak homotopy equivalent to a point since F (C) is not connected. Suppose that

20



there exists a sequence of spaces and Vietoris-like multivalued maps such that F = Gn◦· · ·◦G0,
where Gi : Yi ( Yi+1 and Y0 = Yn+1 = X. It is trivial to show that Λ(Gn∗ ◦ · · ·G0∗) 6= 0 due
to the fact that Hi(X) = 0 for every i > 0. By Theorem C, we should have a fixed point for F
but this is not true. Then, F cannot be expressed as the previous decomposition of multivalued
maps.

Example 4.3. Let X be the finite T0 topological space given by the Hasse diagram of Figure
5. We consider F : X ( X defined as follows:

x A B C D E

F (x) {A,B,C} {A,B,D} {A,B,C,D} {A,B,C,D} {A,B,C,D}

It is easy to check that F is a susc mutlivalued map, but F (C) is weak homotopy equivalent
to S1 because F (C) is indeed a finite model of S1, which implies that F is not a Vietoris-like
multivalued map. On the other hand, F = G1 ◦G0, where G0 : X ( X and G1 : X ( X are
susc multivalued maps with contractible images (Vietoris-like multivalued maps) given by

x A B C D E

G0(x) {C} {D} {C,D,B} {C,D,B} {C,D,B}

and

x A B C D E

G1(x) {B} {A} {A,B,C} {A,B,D} X

It is trivial to show that X is contractible, therefore, we can deduce that Λ(G1∗ ◦G0∗) 6= 0.
By Theorem C, we know that there exists a fixed point. Looking at F it is easy to verify that
C and D are fixed points.

A B

C D

E

A B

C D

E

A B

C D

E

G0 G1

Figure 5: Schematic description of G0 and G1 on the Hasse diagram of X.

Remark 4.4. In Example 4.3, we have another example of a composition of Vietoris-like
multivalued maps that is not a Vietoris-like multivalued map. In addition, it can be proved
that the graph of F is not contractible, it has the same weak homotopy type of a circle.
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5 Approximation of dynamical systems

Definition 5.1. [13, 27] Given a finite T0 topological space X, the finite barycentric subdivi-
sion of X is given by X (K(X)).

The finite barycentric subdivision of a finite T0 topological space X will be denoted by X ′.
If it is applied n-times, the n-th finite barycentric subdivision of X will be denoted by Xn. If
K is a simplicial complex we will also keep the same notation for its barycentric subdivisions,
i.e., the n-th barycentric subdivision of K is denoted by Kn.

Remark 5.2. Let X be a finite T0 topological space, X ′ can be seen as the poset whose points
are the chains in X, i.e., if x′ ∈ X ′, x′ can be seen as a chain x1 < ... < xn in X. Hence, the
partial order of X ′ is given by the subset relation.

There is a natural map between a finite T0 topological space X and its finite barycentric
subdivision X ′, h : X ′ → X is given by h(x′) = xn, where x′ is a chain x1 < ... < xn of X. It
is easy to get that h is continuous. In fact, it can be obtained the following.

Proposition 5.3 ([17]). If X is a finite T0 topological space, then h : X ′ → X is a weak
homotopy equivalence

Remark 5.4. It is easy to show that |K(h)| is simplicially close to the identity map on |K(X)|.
Then, h : X ′ → X induces the identity in homology.

More details about the previous results can be found in [17].

Proposition 5.5. Let X be a finite T0 topological space. Then, h : X ′ → X is a Vietoris-like
map.

Proof. We take a chain x1 < ... < xn in X, we denote A =
⋃n
i=1 h

−1(xi). We define f : A→ A
given by f(y) = y ∩ {xj}nj=1, where we denote by y ∩ {xj}nj=1 the subchain of y given just
by elements of {xj}nj=1. We prove the continuity of f , if y ≤ z, y is a subchain of z, by the
construction of f , we get easily that f(y) ≤ f(z). In addition, f : A → f(A) is a retraction.
We also have that f ≤ id. If y ∈ A, f(y) is a subchain of y, so f(y) ≤ y = id(y). From here, it
is easy to deduce that f(A) ⊂ A is a strong deformation retract of A. On the other hand, f(A)
contains a maximum, which is x1 < x2 < ... < xn−1 < xn. Thus, f(A) is contractible.

Given a finite T0 topological space X, we denote by hn,n+1 : Xn+1 → Xn the natural weak
homotopy equivalence described before. If m ≥ n, where n,m ∈ N, hn,m : Xm → Xn is given
by hn,n+1 ◦ · · · ◦ hm−2,m−1 ◦ hm−1,m.

Example 5.6. Let X be a finite T0 topological space that has the weak homotopy type of a
point. Let us denote X0 = X. By Proposition 5.5, Lemma 2.5 and Corollary 3.3, for every
Vietoris-like multivalued map F : Xm ( Xn and m > n, there exists a point x ∈ Xm such
that hn,m(x) ∈ F (x).

We consider the multivalued map H : X ( X ′ given by H(x) = h−1(x). It is important to
observe that H(x) consists of chains containing x as a maximum element. More generally, we
can consider Hn,m : Xn ( Xm given by Hn,m(x) = h−1n,m(x), for every m ≥ n and m,n ∈ N

On the other hand, H is an example of a usc mutlivalued map such that H(x) contains
a minimum for every x ∈ X and is a Vietoris-like multivalued map. The chain that consists
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of a single element x ∈ X is the minimum of H(x) for every x ∈ X. Now, we prove that
H is usc. We consider x, y ∈ X such that x ≤ y. If x′ ∈ H(x), then x′ is a chain of X
containing x as a maximum element. We can extend this chain to a new chain containing y
as a maximum element since x ≤ y. But, the new chain is an element of H(y). Therefore, H
is a usc mutlivalued map, Definition 1.16.

Proposition 5.7. Let X be a finite T0 topological space and n,m ∈ N are such that m ≥ n.
Hn,m : Xn ( Xm is a Vietoris-like multivalued map.

Proof. By Lemma 2.5 and Proposition 5.5, hn,m is a Vietoris-like map. Finally, by Proposition
2.17, we obtain that Hn,m is a Vietoris-like multivalued map.

Remark 5.8. It is easy to show that H induces the identity in homology, it is an immediate
consequence of Remark 5.4 and the commutativity of the following diagram, where p and q
denote the projection onto the first and second coordinates respectively from the graph of H.

Γ(H)

X X ′

q

p

h

It is clear that q is a weak homotopy equivalencce by the 2-out-of-3 property, but it can be
obtained that q is indeed a Vietoris-like map, Proposition 2.20.

Definition 5.9. An inverse sequence in the topological category consists of a topological space
Xn for every n ∈ N and a continuous map pn,m : Xm → Xn for each pair m ≥ n. Moreover, it
is required that pn,n is the identity map and that m ≥ n and n ≥ s implies ps,m = pn,m ◦ ps,n.
An inverse sequence is usually denoted by (Xn, pn,n+1), where the continuous maps are called
the bonding maps and the topological spaces are called the terms.

By definition, for an inverse sequence (Xn, pn,n+1), it is enough to know pn,n+1 for every
n ∈ N because the other bonding maps are obtained just by compositions. We recall the
definition of inverse limit for the topological category.

Definition 5.10. The inverse limit X of an inverse sequence (Xn, pn,n+1) in the topological
category is the subspace of Πi∈NXi, which consists of all points x satisfying

πn(x) = pn,m(πm(x)), n ≤ m.

Where πn : Πi∈NXi → Xn denotes the natural projection.

For a complete exposition of the notion of inverse limit and inverse sequence, see for
instance [16].

In [9], given a simplicial complex K, it is obtained an inverse sequence (Xn, hn,n+1) of
finite T0 topological spaces, where Xn is the n-th finite barycentric subdivision of X (K) and
X (K) is considered with the opposite order or opposite topology, and hn,n+1 : Xn+1 → Xn

is the natural weak homotopy equivalence defined before. The inverse limit of this inverse
sequence contains a homeomorphic copy of K which is a strong deformation retract of the
inverse limit. Then, the inverse limit of this inverse sequence reconstructs the homotopy type
of K.
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If f : |K| → |L| is a continuous map between the geometric realizations of simplicial
complexes, then there is a natural morphism induced by f over the inverse sequences related to
K and L. (Xn, hn,n+1) denotes the inverse sequence of finite T0 topological spaces associated
to K and (Y n, hn,n+1) denotes the inverse sequence of finite T0 topological spaces associated
to Y , where we are denoting the bonding maps of the two inverses sequences with the same
notation for simplicity. By the simplicial approximation theorem, there exists n0 ∈ N such
that for every m ≥ n0 there exists a simplicial map from the m-th barycentric subdivision
of K to L which is simplicially close to f in |L|, that is to say, there exists f(0) = n0 and
a simplicial map f0 : Kf(0) → L simplicially close to f . Using Theorem 1.6, we can obtain
the finite version of the previous result, i.e., X (f0) : Xf(0) → Y 0. Now, we can consider the
barycentric subdivision of L, denoted by L1, and repeat the same arguments so as to obtain
f(1) ≥ f(0), f1 : Kf(1) → L1 and X (f1) : Xf(1) → Y 1. We can follow inductively until we get
an increasing map f : N → N and X (fn) : Xf(n) → Y n continuous for every n ∈ N. X (fn)
will be also denoted by fn for simplicity. Moreover, the following diagram is commutative
after applying a homological functor for every m ≥ n.

Xf(n) Y n

Xf(m) Y m

fn

hf(n),f(m)

fm

hn,m

Hence, every continuous map between the geometric realization of simplicial complexes in-
duces a morphism between the inverse sequences associated to them.

If f : |K| → |K| is a continuous map between the geometric realization of a simpli-
cial complex K, we have an inverse sequence (Xn, hn,n+1) and a morphism (fn) from that
inverse sequence to itself, we only need to repeat the previous arguments. We can con-
struct a new inverse sequence using as bonding maps continuous maps of (fn). We start
with f0 : Xf(0) → X0, we rename f0,1 = f0 and X1 = Xf(0). We have f(1) > f(0), so
we can consider f1,2 = ff(f(0)) : Xf(f(0)) → X1, we rename Xf(f(0)) just by X2 and con-
tinue this process. Then, we obtain a new inverse sequence (Xn, fn,n+1), we also have an
inverse sequence isomorphic to (Xn, hn,n+1) with the same terms of (Xn, fn,n+1) and bond-
ing maps of (Xn, hn,n+1) just relabelling and using cofinality. This new inverse sequence
will also be denoted by (Xn, hn,n+1). It is also trivial to check that (Xn, hn,n+1) preserves
the same good properties of reconstruction in its inverse limit. An inverse sequence ob-
tained from a geometric realization |K| of a simplicial complex K as we did before will be
called finite approximative sequence for f . Now, we can compare all the bonding maps in
a direct way because for every m > n we have fn,m, hn,m : Xm → Xn, where hn,m is a
Vietoris-like map. We define Λn,m(f) as Λ(fn,m∗ ◦ h−1n,m∗). By Theorem A, if Λn,m(f) 6= 0,
there exists a coincidence point for fn,m and hn,m. But, |K(hn,m)| is homotopic to the
identity map and |K(fn,m)| is homotopic to f . By conjugacy, it is easy to deduce that
Λn,m(f) = Λ(fn,m∗ ◦ h−1n,m∗) = Λ(K(fn,m)∗ ◦ K(hn,m)−1∗ ) = Λ(f).

We can define a multivalued map for each level of the inverse sequence, we only need to
consider the multivalued map Hn,m induced by hn,m, where m ≥ n, that is to say, Hn,m(x) =
h−1n,m(x) for every x ∈ Xn. Thus, Fn+1 : Xn+1 ( Xn+1 is given by Fn+1 = Hn,n+1 ◦ fn,n+1

and we have the following diagram.
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X0 X1 X2 . . . Xn Xn+1 Xn+2

X0 X1 X2 . . . Xn Xn+1 Xn+2

F1

h0,1 h1,2

F2

h2,3 hn−1,n

Fn

hn,n+1

Fn+1

hn+1,n+2

Fn+2

hn+2,n+3

f0,1 f1,2 f2,3 fn−1,n fn,n+1 fn+1,n+2 fn+2,n+3

Proposition 5.11. Fn+1 : Xn+1 ( Xn+1 is a Vietoris-like multivalued map such that
Fn+1∗ = Hn,n+1∗ ◦ fn+1,n∗ for every n ∈ N.

Proof. Hn,n+1 is a Vietoris-like multivalued map, Proposition 5.7. By Lemma 2.12, Fn+1 is a
Vietoris-like multivalued map. The last part is an immediate consequence of Lemma 4.1.

By the theory developed in previous sections, it is immediate to get the following propo-
sition.

Proposition 5.12. If Λ(Fn+1∗) 6= 0, there exists a point x ∈ Xn+1 such that x ∈ Fn+1(x),
where n ∈ N.

Remark 5.13. By construction, it can be deduced that x ∈ Xn+1 is a fixed point for Fn+1 if
and only if x is a coincidence point for hn,n+1 and fn,n+1.

Corollary 5.14. If Λ(f) 6= 0, there exists a point xn+1 ∈ Xn+1 such that xn+1 ∈ Fn+1(xn+1),
for every n ∈ N.

Proof. By Remark 5.8, it is easy to deduce Λ(f) = Λ(fn,n+1) = Λ(fn,n+1∗ ◦ h−1n,n+1∗) =
Λ(Hn,n+1∗ ◦ fn,n+1∗) = Λ(Fn+1∗). From here, we get the desired result.

Theorem 5.15. If f : |K| → |K| is a continuous map, where K is a simplicial complex, then
f has a fixed point if and only if there exist a finite approximative sequence for f , (Xn, hn,n+1),
a sequence {xn+1}n∈N and m ∈ N such that xn+1 ∈ Xn+1, xn = hn,n+1(xn+1) for every n ∈ N
and xn+1 ∈ Fn+1(xn+1) for every n+ 1 ≥ m.

Proof. Firstly, we suppose that there exist a finite approximative sequence for f , (Xn, hn,n+1),
and a sequence {xn+1} such that xn+1 ∈ Xn+1, xn = hn,n+1(xn+1) for every n ∈ N and
xn+1 ∈ Fn+1(xn+1) for every n + 1 ≥ m. By Remark 5.13, hn,n+1(xn+1) = fn,n+1(xn+1) for
every n ∈ N. We have that |K(hn,n+1)| is simplicially close to the identity map. We also know
that |K(fn,n+1)| is simplicially close to |fn,n+1| : |Kn+1| → |Kn| and |fn,n+1| is simplicially
close to |f |. The maximum diameter for a closed simplex in |Kn| is denoted by εn for every
n ∈ N. If xn+1 is viewed as a point of |K(Xn+1)| = |Kn+2| = |K|, then by the triangle inequal-
ity, d(xn+1, f(xn+1)) ≤ d(xn+1, |K(hn,n+1)|(xn+1)) + d(|K(hn,n+1)(xn+1)|, |fn,n+1|(xn+1)) +
d(|fn,n+1|(xn+1), f(xn+1)) ≤ 3εn, where we also know that limn→∞3εn = 0, this is due to the
fact that after a barycentric subdivision the diameters of the new simplices are smaller, see
for example [14, 25]. In addition, every xn+1 ∈ Xn+1 can be seen a closed simplex of |K|
since Xn+1 is the face poset of Kn+1, where have that xn+1 ⊂ xn for every n ∈ N. Hence,
∩n∈Nxn+1 is non-empty because it is the intersection of a nested sequence of compact sets.
In fact, the diameter of ∩n∈Nxn is zero, which implies that it is a point x∗. We show that
f(x∗) = x∗. The sequence {xn+1}n∈N, where we are treating now xn as a point of |K|, is
convergent to x∗. From here, we can deduce the desired result.
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If f has a fixed point denoted by t, we only need to consider a triangulation that has t as
a vertex. Then, we can construct the inverse sequence satisfying the desired property.

Remark 5.16. The idea of this construction is that the dynamics generated by Fn+1 approx-
imates the classical dynamics generated by f . As long as n is bigger, the approximation to f
is better.
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