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Theoretical expressions for the distribution of the ratio of consecutive level spacings for quantum systems
with transiting dynamics remain unknown. We propose a family of one-parameter distributions P(r) = P(r; §),
where g € [0, +00) is a generalized Dyson index, that describes the eigenlevel statistics of a quantum system
characterized by different symmetries and degrees of chaos. We show that this crossover strongly depends on
the specific properties of each model, and thus the reduction of such a family to a universal formula, albeit
desirable, is not possible. We use the information entropy as a criterion to suggest particular ansétze for different
transitions, with a negligible associated error in the limits corresponding to standard random ensembles.
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I. INTRODUCTION

Quantum chaos [1] has been of the utmost importance for a
long time. The unraveling of how this behavior in the quantum
realm emerges from classical mechanics would help us delve
deeper into the correspondence principle. It would also cast
light on new exotic phenomena.

Classical chaos has been explored to a great extent and is
solidly substantiated both phenomenologically and mathemat-
ically [2]. The onset of classical chaos from the regular regime
is unambiguously resolved by the KAM (Kolmogorov—
Arnold—Moser) theory [3]. The pioneering work of Berry
and Tabor [4] states that for quantum Hamiltonians whose
classical analog is integrable, the level statistics and their fluc-
tuations properties follow a simple Poisson law. The transition
from integrability to chaos is mediated by a universally shared
dramatic change in the eigenlevel statistics [5].

The work of Bohigas, Giannoni, and Schmit [6,7] estab-
lished the final link between random matrix theory (RMT)
[8] and the spectral fluctuation properties of quantum systems
with a chaotic classical analog [9—11]. Level fluctuations of
quantum systems whose classical analogs are chaotic will fall
into the descriptions of one of the three classical symmetry
random ensembles: the Gaussian orthogonal, unitary, and
symplectic ensembles (GOE, GUE, and GSE). Explanations
in the semiclassical limit using the spectral form factor have
been suggested [12—-17]. The conjecture has found an impor-
tant number of applications in several settings [18-29].

Random matrix ensembles describe energy levels of real
systems at a statistical level within a local energy window
in which the mean level density is set to unity. For this, a
transformation called unfolding needs to be performed. This
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consists in mapping the system eigenlevels by means of the
smooth part of the density of states. Therefore, knowledge
of the system density of energy states is required. In princi-
ple, this quantity can be wildly dependent on each physical
system. Additionally, an unfolded spectrum can suffer from
numerous nontrivial spurious effects [30,31]. It is, then, de-
sirable to seek alternatives for which the unfolding procedure
plays no role.

One of such tools, on which we focus in this work, is the
distribution of the ratio of consecutive level spacings, P(r),
which has been growing in popularity since its introduction
to the scientific community [32], immensely propelled by
the derivation of theoretical expected values for the Poisson,
GOE, GUE, and GSE cases [33,34] as well as the transparency
of the analysis it provides. Probably its most interesting open
issue is due to the fact that most physical systems cannot be
fully taken into account by any of the standard regularity lim-
its due to their intrinsic nature of intermediate dynamics. This
means that one needs to obtain results that apply when the
degree of chaoticity is not clear and needs to be assessed. So
far, one model for the GOE-GUE transition has been exactly
derived [35]. For the Poisson-GOE transition, a heuristic sug-
gestion for a particular system has also been proposed [36],
and an attempt to analytically solve the problem has been
made as well [37]. Variants of this spectral statistic also have
been proposed and analyzed [38—41]. In Ref. [42] exact and
numerical results are provided to take into account neighbor-
ing localized states occurring in a typical quantum chaotic
spectrum. The degree of chaos then depends on the coupling
strength.

Crucially, as we show in this work, there cannot exist
a universal result that allows for the interpolation between
regularity and symmetry classes for an infinite range of
arbitrary systems. This seriously hinders the derivation of
universally applicable formulas. Here a practical ansatz is
proposed relying on the information entropy as a criterion.
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TABLE 1. Calculated values of the useful quantities 8, y (8), Cg,
(r), and () for the crossover distribution Eq. (1) for Poisson, GOE,
and GUE of dimensions N > 1.

Quantity Poisson GOE GUE

B 0 1 2
7(B) 0 2 g

Cy 1 % ~12.6532
(r) 00 2 ~1.37584
G) 2In2 -1 5-25 ~0.59769

This paper is organized as follows. In Sec. I we summarize
the main results of our work. In Sec. IIl we give details
on the mathematical structure of our formula and show that
it agrees with several known limits. In Sec. IV we show
that our distribution reduces the error with respect to the
theoretical GOE and GUE expressions given in Ref. [33],
which we here extend. We also present scaling analysis of its
parameters and error. In Sec. V we analyze the crossover from
integrability to chaos in four different models and find that
it is strongly system-dependent; we also analyze other kinds
of intermediate statistics. In Sec. VI we propose an ansatz
derived from the information entropy. Finally, in Sec. VII we
gather our main conclusions.

II. SUMMARY OF RESULTS

For reference, we summarize here the practical results of
our work. A detailed discussion can be found in subsequent
sections.

Crossover distribution. We postulate the one-parameter
distribution for the ratio of consecutive level spacings

(r+ r2)P
[(T+ 77 =y (B 307
(H

Pyg(r) = P(r; B,y (B)) = Cp

Here B € [0, +00) is a Dyson-like index. The function y (8)
is system-dependent and determines the precise shape of the
distribution. It is not possible to find a universal y (B) covering
all crossovers from integrability to chaos for a general system.
However, it is possible to construct a practical ansatz. Finally,
the normalization constant Cg is calculated via the condition
JodrP(r;B) = 1.

Constants and ansdtze. In Table | we summarize the main
results for integrable and fully chaotic systems for our distri-
bution (1). It is worth remarking that our results for (r) and
(r) for GOE and GUE, where 7 is the random variable with
values 7, = min{r,, 1/r,} € [0, 1] with distribution P(7) =
2P(r)®(1 — r), are slightly different from the analytical re-
sults reached in Ref. [33]. The latter are obtained from 3 x 3
random matrices; ours introduce small corrections to better
describe fits of numerical data.

In Table II we suggest practical ansétze for Poisson-GOE,
Poisson-GUE, and GOE-GUE crossovers.

TABLE II. Choice for y(B) for Poisson, GOE, and GUE
crossovers from the information entropy.

Transition

v(B)
<1 0.80—1.69(1—p8)+0.89(1 — B)
<20 092-1422—p8)+0.012—p8)
<2 0.88-0.36(2—p)+0.282—p)°

Poisson-GOE 0 <
Poisson-GUE 0 <
1<

B
B
B
GOE-GUE B

III. CROSSOVER DISTRIBUTION

We define the probability density function used in this
work, detail the assumptions made in order to reach it, and
briefly comment on some mathematical aspects.

The ratio of consecutive level spacings is a random variable
r taking values

_ En+] - En

= , Vne{2,...,N —1}, 2
Eog o Ynel ) @

n

where {E,}_, is a complete set of energies in ascending
order, that is, verifying E,, > E,, whenever n > m. Since the
distribution of r and that of 1/r are the same [33], it follows
that any probability density associated to this random variable

must verify
1 1
P(r)= —2P<—>. 3)
r

r

In a spirit similar to that of the Wigner surmise, a formula
for the ratio distribution of two consecutive spacings was
obtained in Ref. [33] by analytically solving the 3 x 3 prob-
lem associated to the Poisson, GOE, GUE, and GSE cases.
This probability density exhibits the same level repulsion as
the nearest-neighbor spacing distribution (NNSD) for van-
ishingly small values of r; explicitly, P(r) ~ r? for r — 0.
We follow the same intuition to now suggest an expression
that interpolates between different standard regularity classes
and symmetries. We then demand our interpolating function
to yield the correct theoretical limits when B is fixed to
the corresponding value. We propose, in analogy with the
Brody distribution [43] for the NNSD, the probability density
function given by Eq. (1). Here B € [0, +00) is taken to be
a non-negative, continuous parameter. It can be thought of
as a generalized Dyson-like index. The values 8 =0, 1,2, 4
correspond to Poisson, GOE, GUE, and GSE, respectively.
The one-variable function y = y(8) uniquely establishes the
maximum of P(r) at each value of 8. The analytical results of
Ref. [33] are recovered if
yB=0=0, yp=124=1 “)
Here we note, however, that Eq. (4) will not be strictly
fulfilled, since the original results were calculated from 3 x 3
random matrices, and therefore deviations from Eq. (4) are
expected for larger systems. Results summarized in Table I
are then slightly different but best suited for the typical matrix
sizes of data analysis.
Since P(r) is a probability density, it must ver-
ify P(r;8,y(B)) =0, Vr, B € [0, 400). This leads to the
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condition
(14r)?

rel0,400) r

=4, VB € [0, +00), %)

which in turn ensures the nonsingularity of P(r), Vr €
[0, +00). Here we draw attention to the nature of the y(8)
function just defined. The decision to choose it as a one-
variable function could seem arbitrary. However, since the
transitions we will consider in this work are mediated by a
single perturbative parameter, this is the choice that makes the
most sense both physically and mathematically.

Finally, the normalization constant Cg is implicitly deter-
mined by the condition [, dr P(r; B) =1, Vg € [0, +00).

It is interesting to observe how Eq. (1) behaves asymptot-
ically, which determines the structure of level repulsion [44].
In the domain r < 1, expanding at r = 0 affords the Maclau-
rin representation

3By

P(r) ~ cﬁrﬂ[l + (—2 —-28+y+ T)r + 0(r2):|

= Cgrf + OGP, (6)

as expected. Similarly, for » — oo one has P(r) ~ Cgr=@+F),
which describes the distribution queue.

The statistical moments given by Eq. (1) strongly depend
on the value of 8 and do not always exist. In particular, the kth
moment of the random variable r is determined as

o0 [e]
(rk)ﬂ = / drr*P(r; B) ~ / drr @0 < oo
0 0

& B>k—1, VBe[0,+00), VkeN. (7)

Thus, Eq. (1) successfully reproduces the same qualitative
behavior with respect to the existence of moments as the
original distribution for the classical random ensembles. In
fact, Eq. (1) slightly improves on the mean values of r, when
these exist, and those of 7 (see Table I for details) with respect
to the original ones [33].

Because no explicit expression for y(8) can be deduced,
in what follows we perform nonlinear fits that treat 8 and
y as unknown, independent parameters. Although Cg can be
numerically obtained via the normalization condition for y
and g fixed, we require our fits to find it as well.

IV. THE CHAOTIC CASE

In this section we show that our proposed model, Eq. (1),
can be used to describe the distribution of ratios for both GOE
and GUE limits with less error than the original distributions
announced in Ref. [33]. It avoids finite-size effects with N,
and the error decays as a power law when the number
of realizations M is increased. GOE and GUE reflect the
most common symmetries found in realistic physical systems
[45,46].

The Wigner-like surmises that we take as theoretical ex-
pected results are the simple Poisson result and

1 (r +7r?)P
Py(r;p=124)= Z_ﬁ(l +r+ 2382
where g € {1, 2, 4} correspond to GOE, GUE, and GSE, and
Zg is as in Ref. [33]. They were explicitly derived by exact

(®)

FIG. 1. P(r) calculated with an ensemble of M = 10° GOE
matrices giving rise to N = 103 ratios each (blue histogram), and
nonlinear fit of our model P, 4(r), Eq. (1) (red, solid line). Bin size
has been chosen §r = 0.005. Inset: scaling of y and g8 for GOE.
Black dashed lines represent y = 4/5 and 8 = 1. The same total
number of ratios, 103, has been used.

calculation for 3 x 3 random matrices, and its applicability
has been extended to arbitrary dimensions. Our model per-
fectly reproduces the 3 x 3 statistics. However, the latter is
not the most relevant scenario for many applications.

A. The GOE limit

To determine the accuracy of our model, we now examine
an ensemble of GOE random matrices of dimension N > 1.
The P(r) for this situation and fit of our model can be found
in Fig. 1 for N = 10® and M = 10> realizations. These are
visually indistinguishable. The nonlinear fit of Eq. (1) pro-
duces B = 1.033(4) and y = 0.8036(9). The limits proposed
in Table I have been chosen in accordance with this result.
Both 8 and y depend on the system size and, consequently,
it is not consistent to set the exact results of our fit but a
simplified version. A scaling analysis of y and B for GOE
matrix sizes up to N = 10° [47] is shown in the inset of Fig. 1.
For N = 3, we obtain y = 1. It then departs from the 3 x 3
result and reaches an asymptotic value y &~ 4/5 for N = 107,
at which it remains stable even for N = 10°. Fluctuations of
B in the entire range are very small overall, so we set 8 = 1
for GOE regardless of N.

We now assess the error that our estimate produces. Here
we are interested in Py (r; 8 = 1). We calculate

8Pi(r) = Py(r) — Pi(r), 9

where Py (r) denotes the distribution of ratios of given by
the numerical histogram, and P;(r), where i € {W, y 8} rep-
resents the Wigner-like distribution, Eq. (8), and our model,
P,g(r). The results for §P,4(r) are plotted in Fig. 2(a) for
N € {10, 10°, 103}. The errors, very small in all cases, seem to
behave like a random noise with no structure: 5P, g(r) seems
higher only where P(r) is too. In Fig. 2(b) we display a scaling
of the mean error,

n

— 1
5P = =3 1Pu(rj) = Pyp(rj)l, (10)

j=1
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FIG. 2. (a) Difference 6P, 4(r), Eq. (9), between simulated his-
togram coming from M € {107, 10°, 10’} GOE random matrices
providing a number of N € {10, 103, 10} ratios each and our in-
terpolating surmise P,z(r), Eq. (1) (green, blue, and red lines).
(b) Scaling of 8P, Eq. (10), with N. The same number of ratios, 10,
has been used. (c) Scaling of 6P with M for N = 10%. Dashed lines
represent the best linear fit §P oc M 09820,

where the integer n € N is the total number of bins. The
error can no longer be described by formulas such as those
in Ref. [33] and remains approximately constant, with very
small fluctuations, irrespective of N. Since Eq. (1) does not
suffer from finite-size errors, in contrast to the 3 x 3 sur-
mise, it can be used in studies where the system size plays
a relevant role. On the scale of 8Py (r; 8 = 1) ~ 1072 (not
shown; see Ref. [33] instead), the error produced by our model
is quite negligible, of order §P,5(r) ~ 1073, 0 <r <2. In
the domain 2 < r < 5, it becomes even smaller. Therefore,
our model reproduces the histogram values with much more
accuracy than the theoretical surmise.

Our formula is expected to be exact at y (8 = 1) = 1 when
the number of realizations M — oo and the number of bins
n — oo. Thus, the error at N = 3 can arise only because these
limits are not reached. In Fig. 2(c), we display the scaling
of §P with M for a representative choice of the matrix size,
N = 10% [50]. We find almost perfect power-law decay of the
form P oc M~99820) which is compatible with our previous
statement—that the error appears to be random and vanishing
as the total number of ratios tends to infinity.

B. The GUE limit

Quantum chaotic systems can also exhibit invariance under
unitary transformations. We now test our interpolating model
at the GUE limit and analyze the results it yields compared
with the theoretical value Py (r; 8 = 2), Eq. (8). Our findings
are displayed in Figs. 3 and 4.

In Fig. 3 we observe a perfect match of our model and
the histogram of the simulated ratios. The double-parameter
fit provides values 8 = 2.049(1) and y = 0.879(1). Again,
the ansatz proposed in Table I is a simplified version of this
last result. In the inset, we observe the scaling of y and
with N: y departs from the Wigner surmise, y = 1,at N =3
and plateaus at y &~ 8/9 for N = 103. Changes in B are again

07 T T T
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FIG. 3. P(r) calculated with an ensemble of M = 10° GUE
matrices giving rise to N = 10° ratios each (blue histogram) and
nonlinear fit of our model, P,z(r) Eq. (1) (red, solid line). Bin size
has been taken 6r = 0.005. Inset: scaling of y and B for GUE. Black
dashed lines represent y = 8/9 and f = 2. The same number of
ratios, 10%, has been used.

quite irrelevant. In Fig. 4(a) we encounter the same qualitative
behavior of 6P, 4(r) for GUE. In Fig. 4(b), we show SP for
GUE. It is small and very similar for all values of N consid-
ered, deviating very little from the result at N = 3. Finally, in
Fig. 4(c) we show the scaling with the number of realizations,
M, for N = 103, which yields the best linear-fit result 5P o
M~09%8G5) very similar to that of GOE. In summary, Eq. (1)
has an error that remains approximately constant as N is
varied and reduces the discrepancy with numerical evidence
with respect to the theoretical expectation, highly sensitive to
N. Our results are compatible with the error being random,
power-law decaying as M — oo, and very similar to the error
at N = 3.
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C45 C /‘\I T — _9 | N T ]
7 ® B2, ©
Sa1¥ Ty |°§—4 T e
\\ Y. b0_6 L | o
98 37 L I L \ﬁ/ il 2 _8 I L 1 1 .\1‘“
0 1.2 3 45 0123456

FIG. 4. (a) Difference 6P, 4(r), Eq. (9), between simulated his-
togram coming from M € {107, 10°, 10’} GUE random matrices
providing a number of N € {10, 103, 10°} ratios each and our in-
terpolating surmise P,z(r), Eq. (1) (green, blue, and red lines).
(b) Scaling of SP, Eq. (10), with N. The same number of ratios, 10%,
has been used. (c) Scaling of 8P with M for N = 10°. Dashed lines
represent the best linear fit §P oc M 0983,
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V. CROSSOVERS FROM INTEGRABILITY TO CHAOS

We now focus on transitions between full chaos and the
integrable regime, from RMT ensembles to real physical sys-
tems. Some systems, such as non-KAM or pseudointegrable
systems, are not considered here.

Our main conclusion is that the transition from chaos to
regularity in different systems requires different parametriza-
tions of y (8). Although this is numerically demonstrated only
for a set of systems, it is enough to qualitatively observe that
the crossovers will generally be strongly system-dependent.
Contrary to what happens in classical mechanics, where the
ratio of chaotic phase space can be used as a proper measure
of chaos, this result illustrates the serious difficulty of defining
a proper measure of quantum chaos by means of spectral
statistics. Later, in Sec. VI, we propose an ansatz to rely on
the generalized Dyson index S for this purpose.

A. Description of models

We first introduce the models that we use in this part.
Eigenlevels have been obtained by full diagonalization in all
cases.

(1) Poisson to GOE transition in RMT. This is the simplest
transition one can consider. It does not correspond to any par-
ticular physical system. It consists in explicitly generating the
Poisson and GOE limits, whose matrices in each realization
we denote Hp and Hg, respectively, and then building up the
mixture, dependent on the continuous chaoticity parameter A.
This accomplished by the usual convex sum

HA)=AHe+ A —X)Hp, A €][0,1], an

with limiting values H(A =0) = Hp and H(A = 1) = H.
Other models for this transition are also possible, but this is
perhaps the easiest one [51]. For our simulations, we have
chosen the perturbation parameter A € {1.2297! x 2076 lel_
Here the limiting value A = 1 is never reached because it is not
essential for our purposes: the system in fact becomes chaotic
for A < 1. A number of realizations M = 2000 has been
performed, and the matrix size of each of them is N = 1716.

(2) Poisson to GOE transition in the Gaussian 3 ensem-
ble. Also known as the continuous Gaussian ensemble, this
generalization of the classical Gaussian ensembles was in its
origins studied as a theoretical joint eigenvalue distribution
with applications, for instance, in lattice gas theory [48]. This
eigenvalue distribution can be derived from an ensemble of
random matrices [49]. The Gaussian 8 ensemble has since
been used for various purposes [52,53]. It has been proposed
as a model to describe short-range statistics of the many-body
to localized phase transition [54]. The ensemble essentially
consists of tridiagonal, real, and symmetric matrices whose
entries are classical random variables, these being normal,
N (u, o) with  being its mean and o its standard deviation,
and chi, x; = «/X_k2 with k € R, U {0} denoting a continuous,
non-negative number of degrees of freedom. The matrix ele-
ments of the model H; ; = (H); ; are

1 .
H,;,wN(o,,/ﬁ), Vie{l,2,...,N}  (12)

and

1

Hivri = Hiir1 ~ ) —— X—i+1)8>

o Vie{l,2,...,N—1},

(13)

with A, € R, B € [0, +00) being free parameters. The values
B =0,1,2,4 correspond to Poisson, GOE, GUE, and GSE,
respectively [55]. For consistency, here the convention that
Xo = 0 is assumed. For our simulations, we have made the
simple choice A = 1 and 8 € {0.02(g — 1)};L;. We have av-
eraged over M = 2000 realizations, and the matrices size is
N = 1716.

(3) Poissonto GOE transition in a Heisenberg XXZ spin-1/2
chain. Disordered interacting spin-1/2 chains have been used
as models for quantum computers and magnetic compounds
and have been simulated in optical lattices [56-58]. Our
model has been shown to transit from integrability to chaos,
for instance, with the NNSD [46,54,59] or the §, [31]. The
Hamiltonian of the model is given by

~

-1
+ -ISn . An+lv (14)
n=1

SN

L
H = an
n=1

where L is the number of sites and S, = &,/2 are the spin
operators located at site n with &, being the Pauli spin matrices
at that site. The first term in Eq. (14) describes effects of a
static magnetic field in the z direction. Each w, is a random
variable distributed uniformly over [—w, w]. Two possible
couplings between the nearest-neighbor spins are described
by the last term of Eq. (14). The first one is simply the
diagonal Ising interaction, while the second is the off-diagonal
flip-flop term, which is responsible for excitation propagation
in the chain. The chain is taken to be isotropic.

For our simulation, we have taken / =1, A= 1, and L =
13. Periodic boundary conditions are used to minimize finite-
size effects. We have generated 50 different cases, with w €
{0.2}72,. The transition is believed to be completed around
w ~ 3.6 [60]. Since [H, SZ] = 0, we consider the sector S’Z =
—1/2. The dimension of the Hilbert space is N = (163) =
1716, and we have simulated M = 2000 realizations.

(4) Poisson to GOE transition in a Gaudin elliptic model.
This model is based on long-range interactions between spin-
1/2 magnets. It is the most general of a family of exactly solv-
able models derived from a generalized Gaudin algebra [61],
which includes the Bardeen-Cooper-Schrieffe (BCS), Suhl-
Matthias-Walker, Lipkin-Meshkov-Glick, generalized Dicke,
and nuclear interacting boson models, to quote but a few
[62]. This familiy includes the XXX (rational), the XXZ
(trigonometric-hyperbolic), and the XYZ (elliptic) classes.
The rational one is known to coincide with the classical BCS
mean-field solution in the thermodynamic limit [63]. Here we
work with its XYZ version, which has been previously studied
in Ref. [64], and can be written

d
H = Ze;Ri, (15)
i=1
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where d is the number of spins, ¢; are free parameters, and R;
are two-spin operators of the form

d
R, = ZZ,]'U;CU; + I?i,joiyojy —I—Z,joiza;, (16)

i<j
with o*, 0%, 0f being the Pauli matrices. The matrices X s 17,
and Z can be chosen to induce a complete transition from
integrability to fully developed chaos via a single-parametric
perturbation, «. Following the proposal in Ref. [64] we choose

fj,k = (cos )X + (sina)Aj,
Yji = (cosa)Yjy + (sina)Bj, 17)
Zj,k = (cosa)Zi + (sina)Cj;.

The X, Y, Z matrices are written

1+« sn2(zj — Zk)

Xy =
& sn(z; — zx)
1 —ksn’(z; —
Yig = —— @ —a) (18)
sn(z; — zx)
en(z; — zx)dn(z; — z)
Zix =
sn(z; — zx)
where z; e R, j € {1,..., N}, are free parameters, sn(x) =

sn(x, k) is the Jacobi elliptic function of modulus « € [0, 1],
and cn and dn are related by d sn(x)/dx = cn(x)dn(x). They
give rise to an integrable model, which can be solved with
the Bethe ansatz [65]. If « = 0, all the R matrices commute
pairwise, [R;, R;] =0, Vi # j, and thus the system has as
many integrals of motion as degrees of freedom.

The remaining set of matrices are used to break the inte-
grability of the model. They are chosen as

Ajx=pn+o cos[\/ﬁ(a)j — wp)l,
Bjr= /L—}—acos[x/ﬁ(a)j —wp)l, (19)

Cjx = p+ 0 cos[vV51(w; — wp)l,

with A, @; € R being free parameters; u the average of all ma-
trix elements of A, B, and C, and o the standard deviation. The
transiting parameter « € [0, 7 /2] is such that for ¢ = 0 the
system is completely regular, and for @ = 7 /2 it is completely
chaotic. We simulate M = 3000 realizations of chains with
d = 11 spins, each one giving rise to a system of dimension
N = 2! = 1024, due to the presence of a discrete symmetry.
As it has been shown [64] that the transition to chaos is
completed around o ~ 7 /4, we choose o € {rg/200 gil.

(5) Poisson to GUE transition. We generate the crossover
Hamiltonian as

H() = AHgue + (1 — A)Hp, (20)

so that H(A =0) = Hp and H(A = 1) = Hgue. Here we
have simulated M = 2000 realizations consisting of matrices
of order N = 1716 for each value of A € {1.349 x 10’6}211.
The crossover happens very fast as A is increased.

(6) GOE to GUE transition. The Hamiltonian is now
instead

H() = AHgue + (I — M Hgok, 21

-2 |3-ensemble o 4 a 7
Chain x s AA
=3 Qaudin x A L, oAb —
RMT =&
—4 | | | | . )
-02 0 02 04 06 08 1 12
B
4.5 ‘ |
4
3.5
i 3
o
— 2.5
X
—~ 2
N
a4 1.5
1
0.5
0

FIG. 5. (a) Best nonlinear double-fit result y = y () for the dis-
tribution, simulated for the Poisson-GOE crossovers. Plotted against
them are the y(8) obtained from information entropy (yellow line)
and our proposed ansatz for the Poisson-GOE crossover (black line).
(b) Equation (22) for the corresponding curves. The last (GOE) value
of the B ensemble (black, dashed line) sets an upper limit. Bin sizes
are ér = 0.05.

so that H(A = 0) = Hgog and H(A = 1) = Hgue. We have
simulated A € {1.349 x 10_6}211, M = 2000, and N = 1716.

B. Universality of crossovers

One of the questions that needs to be addressed about our
transiting model (1) is the existence of a functional form for
y = y(B) that might be applicable to any generic physical
system. The simulated data provide all we need to construct
the distribution of the ratio of two consecutive level spacings,
Eq. (2), via the diagonalization of the Hamiltonian of each
transition. For each one of them, and for each value of the
perturbative parameter therein, we proceed with a nonlinear fit
of our equation P(r; 8, y(B8)) to the distribution given by the
histograms, Py (r). We take §r = 0.05 for all cases, so results
can be put in comparison. These are shown in Fig. 5, which is
the second main result of our work.

Figure 5(a) refutes the possibility of a universal transiting
formula for the ratios. Indeed, one such expression would
need to describe the behavior of systems that exhibit not only
quantitatively but also qualitatively very different crossovers.
As can be seen, there is no easy way to characterize these
four curves at the same time. We observe two qualitatively
different curves: the transition associated to system (2), that is,
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TABLE III. Values and uncertainties of best nonlinear double fit
of P,4(r), Eq. (1), referencing Figs. 6(a)-6(d).

Panel B 14

(a) 0.1010(22) —0.300(19)
(b) 0.3898(44) —0.549(25)
(c) 0.6038(45) —0.211(18)
(d) 0.7943(50) 0.189(15)

the B ensemble, is slightly concave; contrarily, the curves that
correspond to systems (1), (3), and (4), although not so much
quantitatively, share a qualitative commonality in that all of
them are convex. These two groups of functions are obviously
mutually exclusive. In addition, once the general shape has
been accounted for, these last three curves have nothing in
common. The differences in the form of y(8) between the
ensemble and the XXZ spin-1/2 chain model are incidentally
in concert with the results of Ref. [41]. In passing we note that
although y (8) is multivalued for 0.9 < 8 < 1, this is entirely
due to fluctuations and should not be taken seriously. The
curves y(f) are visibly quite difficult to parametrize in terms
of simple functions, let alone a family of functions.

In order to determine the goodness of fit of Eq. (1), we
calculate the difference between the best fit and the numerical
histograms. If we let P (r) denote the distribution of the
ratios for the gth value of the transition parameter, then

M@ = IR C) — PR Ve € 12, gna),
j=1

(22)
represents the squared difference between the histogram val-
ues and the distribution fits at each point r; averaged over
the total number of bins. Here we include all numbers of
realizations. Note that Eq. (22) supplies results that are effec-
tively independent of the number of bins. Since the number of
parameters for the crossovers has been chosen slightly differ-
ently depending on the system, we plot the results as a func-
tion of the normalized parameter 0 = q/qmax € [0, 1], g €
{1,2,..., gmax}, Where gmax is the highest value of g for each
system.

In Fig. 5(b) we show the results of Eq. (22) applied to the
fits displayed in Fig. 5(a). The black, dashed line shows that
the double fitting to Eq. (1), throughout the whole transition
from integrability to chaos, produces less error than Eq. (8) in
the GOE limit.

It becomes apparent that there does not exist a unique
y (B) that serves the ambitious purpose of entirely taking into
account all possible systems with intermediate dynamics The
one-variable choice for the structure of y(f) is incidentally
reinforced by the results of Fig. 5, where a smooth plot is
found for all four transitions.

In Fig. 6 we show how our general surmise (1) works very
well to describe crossovers with high enough statistics. This
is exemplified by means of the Heisenberg spin-1/2 chain.
Quantitative numerical results for the best nonlinear double
fit are gathered in Table III, where we observe that 8 behaves
as a monotonically increasing smooth function exhibiting very
reasonable errors.

2 3 4501 2 3 45

r r

FIG. 6. P(r) for the Heisenberg spin-1/2 XXZ chain model
with N = 1716, M = 2000, and §r = 0.05 (blue, filled histogram),
with the best nonlinear fits of P,z(r), Eq. (1) (red, solid line).
The values of the transition parameter for panels (a)—(d) are w €
{5.0, 3.0, 2.4, 2.0}, respectively.

The Poisson-GUE and GOE-GUE, (5) and (6), crossovers
are exemplified in Fig. 7. The values of g of Figs. 7(b) and 7(e)
and those of Figs. 7(c) and 7(f) are very similar. However,
careful examination of the distributions reveals them to be
quite different. Thus, our proposal can be used to differen-
tiate several crossovers at the same value of g, contrarily
to other past results, like a unique model for intermediate
systems, e.g., the B ensemble, or the Izrailev formula for the
NNSD [66].

VI. ANSATZ PROPOSAL

A question that deserves exploration is the possibility of
eliminating the dependence on y(8) in Eq. (1). Two alterna-
tives are initially possible:

(1) a double-fit y — B that is always applicable, and

(2) a compromise ansatz that requires no double fitting is
desirable.

We will first analyze the difficulties that (1) involves,
and then conclude that (2) is the best option in terms of
applicability, proposing such an ansatz.

(1) Double-fitting shortcomings. In Fig. 8 we plot Eq. (1)
with the choices y (8 = 0.453) = 1.643 and y (8 = 0.664) =
0.887. These values of 8 € (0, 1) are associated with partially
Poissonian or GOE dynamics. For the values of y, we have
made two very distinct choices. In conjunction with the values
of B, it should reflect two very different dynamics. However,
we find the curves to be almost indistinguishable, especially as
r — 0 and r — oo. For the fit to differentiate between these
two curves, we would need high statistics. This implies that
casting Eq. (1) into a form for which a single-parameter fit
suffices could be desirable.

(2) Choice for ansdtze. In essence, we now seek to
rewrite Eq. (1) so as to free it from the unknown y(8),
thatis, P(r; B, y(B8)) — P(r; B). This transformation requires
assigning y(B) an explicit form depending on B alone. A
physically relevant choice can be obtained taking into account
the role that level repulsion plays in the uncertainty associated
to both the NNSD and the P(r). Due to level repulsion, chaotic
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FIG. 7. P(r) (blue histograms) and best nonlinear fits of P,4(r), Eq. (1) (red lines). (a)-(c) The Poisson-GUE transition, with 8 €
{0.56, 1.64, 1.93} and y € {—3.15, 1.15, 0.96}; (d)—(f) the GOE-GUE transition, with 8 € {1.12, 1.66, 1.94} and y € {0.64, —0.12, —0.39}.
In all cases, we simulate M = 2000 realizations of matrices of dimension N = 1716, and ér = 0.05.

spectra are more rigid than integrable ones; that is, given the
value of a particular energy level, the value of the next one is
less uncertain in chaotic systems than it is in integrable ones.
A proper measure of such an uncertainty can be obtained from
the information entropy, defined as

Sy, B) = —](; dr P,g(r)log P,g(r). (23)

Numerical values of S at the limit ensembles are S(8 =
0,y=0)=2, S(B=1,y =4/5)=1.45093, and S(B =
2,y = 8/9) = 1.17477, respectively, confirming the previous
statement. Hence, we propose for the compromise ansatz
the curve y(B) which linearly interpolates the information
entropy between the limiting ensembles, as a function of B.
Then the Dyson index B can be understood as a mea-
sure of chaos: the larger the value of 8, the less uncertain
the corresponding P(r) distribution. We find the linear in-
terpolations SPoisson-GOE(,B) =2- 05407,3, SPoisson—GUE(ﬂ) =
2 —0.41268, and Sgoe-gue(B) = 1.7271 — 0.27628. Numer-
ically solving S(y, B) for y so that these interpolations hold
affords the results in Fig. 9. The curves y(8) so obtained
interestingly mimic those from particular physical systems
in Fig. 5. We have then parametrized y(8) in terms of

07 T T T

FIG. 8. Distribution P,4(r), Eq. (1), for the values y(8 =
0.453) = 1.643 (red, solid line) and y (8 = 0.664) = 0.887 (blue,
solid line).

polynomials for each transition. This yields the ansitze given
in Table II.

As the transition from integrability to chaos is not uni-
versal, other possible choices for one-parametric transiting
distributions are possible. It would be interesting to investi-
gate in the future whether there exists a function y(8) that
matches the Brody distribution for the NNSD. In Refs. [39,40]
a scaling relation between the distribution of nonoverlap-
ping high-order ratios and that of the usual ratios of this
work is presented. It is first postulated in Ref. [39], and the
distribution for the Wishart ensemble at 8 = 1,2 is shown
there. In Ref. [40] the analysis is extended and applied to
complex systems. It would be also interesting to investigate
whether there exists a curve y(B) fulfilling such a scaling
relation.

VII. CONCLUSIONS

The distribution of the ratio of consecutive level spacings,
a short-range spectral statistic, has been gradually growing in
popularity in recent years since it does not require spectral
unfolding, contrarily to the traditional NNSD and others.
While theoretical expressions for the distribution P(r) are

0.6 i
04 ]
0.2 - i

v(8)

—0.2 i
—04 i
—0.6 | 8

0 0.5 1 1.5 2

FIG. 9. Values of y(8) that make the entropy change linear for
the Poisson-GOE (magenta line), Poisson-GUE (yellow line), and
GOE-GUE (cyan line) crossovers. Ansitze, parametrized from y ()
and given in Table II, are plotted with black lines.
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known for the integrable case together with the three classical
random ensembles, these were derived with 3 x 3 random
matrices. An analytical interpolating formula between these
regularity classes and degrees of chaoticity remains unknown,
despite several attempts having been made.

In this paper, we have proposed an interpolating formula
that depends on a single parameter, a generalized Dyson
index, B, and on a function, y(8), that can be fitted as
a second parameter. Our surmise fulfills the mathematical
conditions that are imposed upon such a probability den-
sity function. This one-parameter expression is then found
to reduce the discrepancy with exact both GOE and GUE
simulations with respect to the theoretical Wigner-like results
given in Ref. [33]. Stringent scaling analysis allows us to
conclude that our surmise does not suffer from finite-size
effects, producing a very similar error for all matrix sizes,
and displaying an explicit power-law decay of the error as the
number of realizations is increased. Our model also affords
interesting corrections for (r) and (7).

We have analyzed whether the two-parameter dependence
of our crossover model can be reduced to a single-parameter
one in such a way that this still affords a good description of
general crossovers. The answer has been found to be negative.

By studying both RMT generated and real physical systems,
we conclude that there cannot exist a universal expression
for y(B) valid with absolute generality. This is due to the
very particular features of the crossover for different systems.
Because a two-parameter fit needs high statistics to be reli-
able, we use the information entropy to propose ansitze of
y(B) for the main crossovers, Poisson-GOE, Poisson-GUE,
and GOE-GUE.

Interestingly, our results can be successfully used to distin-
guish different crossovers at the same value of 8, meaning the
particular kind of transition cannot be ignored. This reflects
the versatility of our suggestions.

In summary, we provide a generic formula for the ratio
of consecutive level spacings that can be used to assess the
degree of chaos for different symmetries (or mixture of them)
under very general circumstances.
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