Performance of the MAGIC stereo system obtained with CratuiNedata
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Abstract

MAGIC is a system of two Imaging Atmospheric Cherenkov Tetgses located in the Canary island of La Palma. Since autumn
2009 both telescopes have been working together in steygizsmode, providing a significant improvement with respgedhe
previous single-telescope observations. We use obsengadf the Crab Nebula taken at low zenith angles to assepgstftgmance

of the MAGIC stereo system. The trigger threshold of the MBGlescopes is 50 60 GeV. Advanced stereo analysis techniques
allow MAGIC to achieve a sensitivity as good as7/®=+ 0.03) % of the Crab Nebula flux in 50 h of observations above 290 Ge
The angular resolution at those energies is better th&07°. We also perform a detailed study of possible systemdiects
which may influence the analysis of the data taken with the MA@lescopes.
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1. Introduction system is referred to as the active mirror control (AMC). The
light mechanical structure of both telescopes allows fapmd
MAGIC (Major Atmospheric Gamma Imaging Cherenkov repositioning time, necessary for observations of shaghpim-
telescopes) is a system of two 17 m diameter Imaging Atmoena such as gamma-ray bursts. The telescopes can perform a
spheric Cherenkov Telescopes (IACT). They are located at Balf-turn of 180 in azimuth in just 20 09)_
height of 2200 m a.s.I. on the Roque de los Muchachos on the |n order to be able to register short light pulses, each MAGIC
Canary Island of La Palma (28, 18W). They are used for telescope is equipped with 253 diameter camera with photo-
observations of particle showers produced by very highggner multipliers (PMTs) as individual pixels. In the MAGIC | cam-
(VHE, Z, 30 GeV) gamma-rays from galactic and extragalacticera two types of pixels are used: the inner 397 PMTs have a
objects. diameter of 0.1, while the 180 outer ones are larger (Odi-
While the first MAGIC telescope has been operating sinceameter). The most central pixel of the MAGIC | camera has
2004, the construction and the commissioning of the secongeen modified to be able to register also constant valuesof th
telescope finished in autumn 2009. Both telescopes are noflowing current. This pixel is normally used only for the obse
mally operated together in the so-called stereoscopic modeation of pulsars (Lucarelli et Al., 2008). In contrast, taenera
In this mode, only events which trigger both telescopes aref MAGIC Il is homogeneous and consists of 1039 hexagonal
recorded and analyzed. Since the same event is seen by twixels with a diameter of Q° dBera Tridon et al.lLO_OQ). For
telescopes, with a slightly fierent parallax angle, it allows for the calibration of the PMT signals each telescope is eqdippe
the full three-dimensional reconstruction of air showers. with a calibration box mounted in the middle of the reflector
The Crab Nebula is a nearby (2 kpc away) pulsar wind dish. The calibration box provides short calibration psileé
nebula and the first source detected in VHE gamma-raysonstant intensity uniformly illuminating the camera. Tded-
(Weekes et all, 1989). Moreover, the Crab Nebula is the brighibration box of MAGIC | is based on a set of LEDs infiiir-
est steady VHE gamma-ray source, therefore it has beconent colors|(Schweizer etldl., 2002), while the calibratior bf
the so-called “standard candle” in VHE gamma-ray astronomyMAGIC 1l is composed of a frequency tripled Neodym YAG
Recent observation of flares in the GeV range (ATel #2855microchip laser and a set of attenuation filters.
Tavani et al.| 2011; Abdo etlal., 2011) raised questions &bou Electrical pulses at the output of the PMTs are converted
the stability of the TeV flux. In fact a hint of increased fluxsva into optical signals with the use of vertical cavity lasepdts
claimed by ARGO-YBJ (ATel #2921), however it was not con- (VCSELs) and transmitted over optical fibers into the count-
firmed by the simultaneous observations of MAGIC and VERI-ing house. There, the signal from a given PMT is split in the
TAS (ATels #2967, #2968). In this paper we use the Crab Nebso-called receiver boards into the trigger branch and tad-re
ula data to evaluate the performance of the MAGIC telescopesut branch. The readout of the MAGIC | telescope is based on
The scientific implications of the Crab Nebula observatamd  multiplexed FADCs (Flash Analog to Digital converters).€Th
the stability of its flux will be addressed in a separate paper signals from groups of 16 pixels are artificially delayed lify d
preparation. ferent time dfsets and are plugged into a single FADC channel,
In Sectior P we briefly describe the MAGIC telescopes. Insampling at 2GSamplgs(Goebel et all, 2007). Although the
Sectior B we describe both, the Crab Nebula data sample, asgme sampling frequency is also used in MAGIC II, its readout
the various Monte Carlo samples used in the analysis. In Seds based on the Domino Ring Sampler 2 (DRS2) chip, allowing
tion[4 we present the techniques and methods used for the an#br a lower cost and a more compact system. The readout of the
ysis of the MAGIC stereo data. In Sectibh 5 we evaluate theecond telescope introduces a dead time of about 10%, véherea
performance of the MAGIC stereo system. In Secfibn 6 wethe dead time of the MAGIC | readout is negligible. Ultra-
analyze and quantify various types of systematic errors. Weast PMTs and readout electronics (together with the pdi@bo
conclude the paper with final remarks in Secfion 7. shape of the reflector) are the key elements in allowing uséo u
the time information in the reconstruction of the showers.
For each pixel in the trigger region the Individual Pixel ®at
Control (IPRC) software controls the discriminator thrashin

The second MAGIC telescope is a close copy of MAGIC Ireal time (the so-called level-zero trigger). It keeps theia
(Albert et al.| 2008b) with a few important firences. Both Jental eventrate coming from the night sky background (NSB)
telescopes Have a 17 m diameter mirror dish &/ clc.)se to and the electronic noise at a constant level. Each telesmpe

1, but contrary to MAGIC I, the outer mirrors of MAGIC Il are arately has a Ie\(el—one trigger with the next neighbour (NN)
made of glass rather than aluminiu tlal., 2008). Duéopology. xNN trigger topology means that only events with

to the parabolic shape of the reflector, the time spread of syri”l compact group of at least pixels surviving the level-zero

chronous light signals is very low<(1 ns). To correct for de- tnggetr_ pass tk;]e Ievfll\mnte trlglgger <_:r|ter|odn. ?rlléli)e(;r;tr;(rl:eb-uire
formations of the dish and sagging of the camera during the opervations, where opology IS Used, ste a

. . . . . -3NN condition. The trigger area for MAGIC Il is larger.g5°
servations, each mirror panel is equipped with 2 motorss Th'radius) than for MAGIC | (®5° radius). For special observa-

tions aiming for the lowest possible threshold, as an atern

*Corresponding authors: J. Sitarek (jusi@kfd2.physodzipl), E. car-  tVe to the level-one trigger, the so-called Sl_JMTtriggem'md
mona (carmona@mppmu.mpg.de) M,@). Both telescopes are working in stereaeo

2. The MAGIC telescopes




i.e. only events triggering both telescopes are recordetie T width of 4 ns from the total readout window of 40 ns. The value
level-one trigger signals of each telescope are propagated  of the baseline in the MAGIC Il channels is estimated from the
common stereo trigger board, where the coincidence is farmefirst 8 ns of the same readout window on an event-by-event ba-
(Paoletti et al.| 2008). Since the telescopes are sepabgted sis. The conversion from integrated FADC counts to photoele
85m the shower front will reach them atffidirent times. Thus trons (phe) is done in both telescopes using the F-Facter (ex
the level-one trigger signals are delayed by a value whideis cess noise factor) method (see e.g. Mirzoyan & Ldrenz,|1997)
pendent on the pointing direction of the telescopes. With th Due to diferent readout system in both telescopes, the typi-
procedure, the width of the coincidence gate is 100 ns. cal conversion factors have muchitdrent value for MAGIC 1|
(~ 0.01 phéecnts) than for MAGIC | ¢ 0.002 phécnts for inner
pixels).
The time response of the DRS2 chip is not homogeneous.
In order to evaluate the performance of the MAGIC Stereo! "€ channels of the Domino chip are subject to a time delay
system, we use a sample of Crab Nebula data taken in NoverfiP t0 @ few ns) whose length depends on the absolute position
ber 2009 and January 2010. The data were taken at low zenifff the readout window within the Domino ring. Using the laser
angles ¢ 30°). After a data selection based on the rate ofPulSes taken during calibration runs we can calibrate tiece
background events, 9h of good quality data were obtained? NS allows us to obtain a time resolution for large, simuita
Observations were performed in the so-called wobble mod@US calibration pulses as good as 0.33 ns, which is of he order
(Fomin et al.; 1994), i.e. with the source positidfset by 04c  ©f the sampling frequency.
from the camera center in a given direction. This method al- A typical air shower event produces a measurable signal in
lows us to simultaneously obtain the signal and backgrosnd e Petween a few and a few tens of pixels of the camera. The
timations at identical fisets from the viewing direction of the Signal obtained in the rest of the pixels is induced by the NSB
telescopes. Every 20 minutes the direction of the woblile o and thhe elgctlroniﬁlnr(:ise. Tff1e proceﬁure used 'ﬁ) gelect-event
set is inverted in order to decrease the systematic unotiemi  Wise the pixels which come from a shower is called “time im-
induced by possible exposure inhomoge)r:eities. In additien a9¢€ cleaning’l(Aliu et dll, 2009). The time image cleaningdis
analyze a few dedicated samples of Crab Nebula data taken BMAGIC is a two stage process that comprises searching for
various dfsets from the camera center. We use those samples f@e andboundarypixels. For MAGIC | thecore of the im-
evaluate the performance of the MAGIC telescopes for saurce2d€ is composed of pixels with signals above 6 phe. Pixets wit
at a non-standard distance from the camera center. an arrival time diferent by more than 4.5 ns than the mean ar-
For the analysis we use a sample of low zenith Monte Carldival time are excluded from theore. Single, isolated pixels
(hereafter MC) gamma-rays generated with energies betweeH€ also removed from the image in order to avoid signals from
30 GeV and 30 TeV with the generation radig, = 350 m. PMT afterpulses. An additional layer bbundarypixels with
In order to perform some basic background studies we also ugkSignal above 3 phe and and an arrival time within 1.5 ns from
diffuse MC samples of protons (30 GeV — 30 TeV, simulated orih€ neéighbouringorepixel is added to the image in the second
a square 2 kmx1.2 km, viewcone semi-angle= 5°), helium clea_nlng step. For MAGIC 11, dge to a higher light coIIect-lon
nuclei (70 GeV — 20 Te\bmayx = 1200 mg = 6° ) and electrons efficiency, a larger amount of pixels, and a somewhat higher
(70 GeV - 7 TeVbmax = 650 M, = 4.5°). noise, the thresholds are increased to 9 phe and 4.5 pherfor
andboundarypixels respectively. The time constraints are the
_ same for both telescopes. Images are parametrized using the
4. Analysis classical Hillas ellipses (Hilla 85). The total numbgphe

) . in the whole image, th& izeparameter, is strongly correlated
The analysis of the data has been performed using the stalliin the energy onga gammar-)ray event (see Eig gf;

i?]r:l zgt\gi:je gzggigfmi?:?nd SN(l) ﬁiréacgg%@; Another cleaning algorithm, the so-called SUM image clean-
Y ' ‘ing is implemented in MAR@OQ). In the case of SUM

)- image cleaning groups of 2, 3 or 4 neighboring pixels with sig
nals coming within a short time window are searched for. Each
group is accepted if the sum of signals is above a given thresh
In the first steps of the analysis (calibration, image cleanold (different for each multiplicity). Individual pixel signals
ini, and parametrization of images, see Albert et al. (2008b are truncated before computing the sum to limit thiee of
Aliu et all (2009)) of the MAGIC stereo data each telescopePMT afterpulses. In this paper we use the standard time image
is treated separately. The procedure is similar for boté-tel cleaning. The SUM image cleaning will be discussed in anothe
scopes with some small fiigrences. The signal extraction in paper (in preparation).
each channel of MAGIC | uses a cubic spline algorithm. A
number of FADC counts (after substraction of the pedestal) i
time slices is interpolated by a third degree polynomialttueah
integrated|(Albert et al., 2008a). In MAGIC I, the raw datsh After the previous steps in the analysis chain, the im-
to be linearized before processing (Tescaro et al.,|2009). Aages from both telescopes are combined to obtain the three-
terwards the signal is extracted using a sliding window with dimensionaktereoparameters: thempactparameters, defined

3

3. Datasample

4.1. Image processing

4.2. Stereo parameters
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r mostly based on thMaxHeightparameter (at lower energies)
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log( (Size +Size,)/2 / phe ) area of the MAGIC telescopes using cuts optimized as a func-

tion of energy, so as to provide the bedfeliential sensitivity
Figure 1: Correlation between the me@iizeof a gamma-ray event and its  (See Sectionbl8) is presented in Elg. 4. Because of thehibicbs
energy obtained with MC simulations. effect, the collection area after all analysis cuts is rathesst

function of energy below 100 GeV and reaches a plateau at TeV

. energies.
as the orthogonal distances of the shower axes to the tele- 9

scopes, and the height of the shower maximum (hereafter thf .
MaxHeigh). The stereo parameters improve the energy esti- -4. Energy reconstruction
mation and the background rejection (Fedan, 1997). The energy of an event is estimated by averaging individual

The distributions ofMaxHeightfor different bins of image energy estimators for both telescopes. These estimatcear
Size(total number of phe in the image) are shown in [Elg. 2.rived from a look-up table based on a simple model for thetligh
The distribution of MaxHeight for gamma-rays is a Gaus- distribution of a shower based on tBéze Impactparameters
sian. Higher energy showers penetrate deeper into the atmof one telescope plus tHdaxHeightparameter and the zenith
sphere. Therefore, the maximum of tii@xHeightdistribution ~ angle of the observation. Assuming that most of the light pro
is shifted to lower values for larg&ize On the other hand, the duced by a gamma ray in the atmosphere is contained in a light
shape of thevlaxHeightdistribution for background events is pool of radius¢, the mean photon density in the light pool from
more complicated. For large image&ige> 300 phe), hadronic  asingle charged particle of the gamma-ray shower can be-calc
events have a single-peaked distributiolMdixHeight which  lated from the total power of emitted light by such a partatle
is a bit broader than for gamma-ray showers. In contrast, fogiven height in the atmosphere. Given the enelMgxHeight
events withS ize< 300 phe a second peak appears at the heighand zenith angle of a gamma-ray event, the amount of light pro
of ~ 2 — 3km above the telescopes. This additional peakduced, the light pool radiusd) and the mean photon density in
is produced by single muon events (see mnapp;he pool from a single particlep{) are computed using a sim-

). ThereforeMaxHeightis a powerful parameter, when ple atmospheric model. We use look-up tables filled with MC

used for gamnyaadron separation at low energies. It is espe4information of Eye X pc/Siz§ as a function ofmpacyr and
cially important taking into account that small images dilsua Sizefor each telescope, to obtain the energy of an event mea-

have poorly determined Hillas parameters. sured by each telescope. This parametrization takes ay@nt
of the fact thatEye is roughly proportional to the number of
4.3. Gammdnadron separation secondary particles in the shower maximum, which scales as

For the gammgéadron separation in the stereo observationsS iz¢pc and that the zenith angle depende.nce N autqmatlcally
included. Using the MC tables generated in the previous step
we use the same method, the so-called Random Forest (RF), e .
] the energy is calculated for each telescope from the valfies o
has been used for the single-telescope anal eta . : )
. S Impact r¢, pc andSizecomputed in each event. The final en-
@b. The RF combines individual parameters from each T . :
. . ergy estimationE, is the average value obtained from both
telescope with the stereo parameters to produce a single UM, - copes (weighted with the inverse of the error)
ber, the so-calledHadronnesswhich characterizes the like- P 9 '
lihood of a given event to be of hadronic origin. In total,
11 parameters are used for the ganfmdron separation. In
addition to the standard Hillas parameters of each telescop Classically in the stereo systems of Cherenkov teleschyees t
(log(Size), log(Size), Widthy, Widthy, Length, Length) and  arrival direction of the primary particle is estimated as¢hoss-
the stereo parametersr{pact, Impact, MaxHeigh) we also  ing point of the main axes of the Hillas ellipses in the indival
use the gradients of the arrival times of the signals in the pi camerasl(Aharonian etlal., 1997; Hofmann étlal., 1999). This
els projected to the main axis of the imadeirheGradient, method uses only geometrical properties of the imageseneg|
TimeGradienf). Those parameters do not assume any a prioring the timing information.

4

4.5. Event arrival direction reconstruction
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Figure 2: Distribution ofMaxHeightin difterent ranges of the me&izeparameter for MC gamma-rays (dotted line), MC protons (utltles), and real data
(solid line).

As was shown for the case of the MAGIC | stand-alone telesshown in Figl6. Observations with the MAGIC telescopesdyiel
scope l(Aleksic et all, 2010a), the inclusion of timing imf@-  a highly significant signal below 100 GeV. Moreover, a strong
tion can considerably improve the angular resolution, and a source such as the Crab Nebula allows for a nearly background
result also the sensitivity. In that analysis the so-calld8P  free analysis above 300 GeV.
parameter (the angular distance between center of grakity o
the image and the estimated source position) was estimated
using multidimensional decision trees (the so-called DRFP 5. Results
method). Then for each image, the source position was recon-
structed to be DISP distant from the centre of gravity aldregt 5.1. Trigger threshold

i is of the i . .
main axis otthe |mage. . In order to achieve the lowest energy threshold, the legeb-z
For stereo observations we apply the modified DISP Rkyjqqer amplitudes for the individual pixels are chosenas |

methOd (hereafter Stereq DISP RF) First, in addition to th%s pOSSibIe while keeping a negllglble accidental Stel‘igp tr
crossing point of the main axes, we calculate also the DIS%er rate. As a result, both telescopes have a level-oneetrigg

value forimages in each telescope separately. If the DISP po o qominated by NSB triggers and PMT afterpulses. Typi-
tions from both telescopes agree with each other within@g\V ¢4 evel-one trigger rates are around 10 kHz for MAGIC | and
radius we compute a weighted average of them (se_el:Fllg. 5?ﬂound 15kHz for MAGIC II, due to the larger trigger area of
However it may happen, that the direction of DISP is misre.\aG|c 1. The resulting accidental stereo trigger rate istju

constructed and the source position is located on the oitiers 1 Hz, well below the stereo event rate from cosmic rays

of the image (wrong head-tail discrimination). Therefafe, \ich typically is within the range 150-200 Hz. Accidental
the reconstructed DISP positions from both telescopesaare f o ants are removed in the image cleaning procedure.

apart, we check if one of the possible DISP position is close t The energy threshold of the stereo system is estimated from

the crossing point of t,h,e main axes. .In the oppo_site case (i'?\/lonte Carlo simulations where the individual pixel threlsiso
none (.)f th(_a DISP posm_ons agrees with the Crossing _ponet) thmatch those used during data taking. Nominal values of the in
even_t IS re]e_cted. In this way the angular resolution is giwa dividual pixel thresholds should be around 4 phe p&t pixel,
obtained using the mosffieient method. but the values are automatically adjusted during data ¢gaidn
Recently, a simplified version of the above procedure, choosceep the accidental trigger rate at a low level. To avoid a bia
ing the closest match among the four possible combinatibns gn the conversion from discriminator threshold (amplitundea-
the two DISP pOSitionS in each telescope, was found to d'elivesured in mV) to photoe'ectrons (Wh|Ch is an integrated mﬁrg
a similar performance and is now used in MAGIC as the defaulthat will translate in further systematic errors, the valoéthe
algorithm. That method does not require the crossing pointi discriminator thresholds are estimated from the data. TEhis
formation. done by studying the pixel amplitude of the smallest showers
In addition, since the DISP method is trained on gammathat could trigger the system. The charge distribution ef th
rays, often both reconstructed DISP positions do not agree f pixel with the lowest charge in the 3NN pixel combinationiwit
hadrons, and the event is rejected. Therefore, an addition&argest total charge (the charge of the 3 pixels added) id tase
gamméghadron separation factor is achieved at this step, whiclobtain the value of the discriminator threshold measureuhi
depending on the strength of the hadronness cut can remeve Heor single telescope triggers, the peak of the distribugtoould
tween 10% and 50% of the background events. The so-a#lled be very close to the actual number of photoelectrons needed t
plots (the distribution of the squared distance betweertrtree  trigger a pixel. For the stereo system it is biased to higlér v
and the reconstructed source position) in two energy raagees ues and a comparison with MC simulations foffelient pixel
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Figure 3: Fraction of surviving background (data, top ppr@eld gamma-
ray (MC, bottom panel) events. fDerent line styles are for flerent cuts:
Hadronness< 0.1 (solid), < 0.2 (dashed)< 0.4 (dotted),< 0.6 (dot-dashed),

and< 0.9 (dot-dot-dashed). Figure 5: Principle of the Stereo DISP RF method. The crgspinint of

the main axes of the images is shown as an empty square, amiSReRF
reconstructed position from each telescope is an emptiecifde final recon-
structed position (full circle) is a weighted average ofstaghree points. The
true source position is shown with a star. Open triangle shtb@ reconstructed
source position for the top image if the head-tail discriation failed.

threshold settings is needed in order to find the best matith wi
the data distribution. o
5.2. Relative light scale between both telescopes

The distribution of the minimum single pixel charge in the The mean amount of Cherenkov light on the ground pro-
3NN combinations computed from data taken from a galacduced by a VHE gamma-ray shower depends mostly on its
tic source observed at a low zenith angle are shown in[Fig. @nergy and the impact parameter (note however also the de-
for MAGIC | and MAGIC Il. The MC distributions also shown pendence on the relative position with respect to the magnet
in the same figure are those that match best the measured diderth due to the geomagnetic fieltfect, mostly pronounced
tribution on the data. The value of the pixel threshold is ob-at lowest energies, see elg._Commichau et al.,|2008). There-
tained from the values used in the MC simulation shown in thdore, it is possible to investigate the relative light saaldoth
same figure. We obtain that the average threshold is 4.3 pttelescopes by selecting gamma-like events with a simitzomre
in MAGIC | and 5.0 phe in MAGIC Il. From the MC simula- structed impact parameter in both telescomﬂoo
tions we also obtain that the energy threshold, defined as thé/e apply rather strict cutsladronness< 0.2 and#? < 0.01 to
maximum of the distribution of triggered gamma-ray eveots f obtain a pure gamma-ray sample for this test. Hadronic back-
sources with a diierential spectral index -2.6 is 50 GeV. If we ground events would spoil the resolution of this method due
use instead the measured, curved Crab Nebula spectrum, tteethe strong internal fluctuations and poor estimation ef th
maximum of the distribution of triggered gamma-ray evests i impact parameter. We obtain that the absolute light scale fo
60 GeV. After applying the image cleaning and cuts used & thiMAGIC Il is ~ 10% larger than that of MAGIC | (see Figl 8).
analysis, the energy threshold increases to 75 GeV. This difference is within the systematic error of the absolute
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Figure 6: ThetAdistribution of the signal (black points) in the analyzethgée

of the Crab Nebula data and the background estimation (dragesl area).
Estimated energy 60GeV¥ Eqgt < 100GeV (top panel) anles; > 300GeV
(bottom panel). The cut in thétaised for the calculation of the number of ON
and OFF events is shown with the dashed, vertical lines.

agrees up to 20% with the data. flRrences at higher sizes
are caused mostly by the small systematic errors in the gpect
slope reconstruction of both MAGIC and BESS and the limited
maximum energy of the proton and the Helium MCs.

energy scale (see discussion in Sedfibn 6). The large data sample we use, and very good background
_ reduction allows us to see a significant signal at medium-ener
5.3. Comparison of parameters gies even with very loose cuts, which corresponds to a gamma-

We compare the rate of the reconstructed stereo backgrouridy sample not biased by analysis cuts. Therefore, we aee abl
events above a given mean size (i8ida + Size)/2) for the  to extract distributions of individual parameters of gamrags
data and the MC samples (see [Fig. 9). We normalize the rate #fom the data and compare them with the MC predictions. The
the protons to the BESS measuremb_n_ula_m_a_m_o_td etal zoox)omparison of the Hillas parametefsidth and Lengthof the
At the energy close to the MAGIC threshold, the rate of Heliumgamma-rays excess computed from the data sample with those
nuclei in the cosmic rays (CR) is comparable §0 - 60%) from MCs is shown in Figl 10 for both telescopes separately.
to the rate of protonﬂ:mg 03). Helium nuclei canThose parameters mostly agree between the MC gamma-rays
be roughly treated as 4 nearly independent protons of 4 timegnd the gamma-ray excess extracted from the data.
smaller energy. Thus the energy threshold for helium isdrigh
than for protons and the rate of the MAGIC telescopes is domd-4. Energy resolution
inated by the protons. Using proton and Helium MCs, and the We evaluate the performance of the energy reconstruction
CR composition 03) we estimate, that tfiece  with the help of gamma-ray MCs. We fill histograms of
of elements heavier than Helium on the rate of the backgrounfEec — Etrue)/Etrue and fit them with a Gaussian distribution.
events registered by the MAGIC telescopes can be roughly ag-he energy resolution can be calculated as the standard devi
proximated by considering an additional 60% of Helium nucle ation of this distribution. In addition, the bias introddclky
After including all the components, the MC rate at low sizesthe method is estimated as the mean value of the distribution
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Figure 8: Relation betwee8ize andSizq for gamma-ray events obtained O.Iata are cpn&sten?. For h'ghef energles, due to Sm‘."‘" fmper
with a Crab Nebula sample. Only events with &efience in the reconstructed HONS NOt included in the MC simulations, the MC distributio
impacts of both telescopes smaller than 10 m are considbrditidual events IS harrower resulting irg 20% higher number of events in the
with Hadronness< 0.2, 6% < 0.01 andimpactparameters: 150 m are shown  firgt bin (92 < 0.002). This does not influence the normal anal-
by black dots. The tilac_k, solid line shows the result of thelig dashed line ysis, since the usual cut i is a factor of 5-10 Iarger, and the
corresponds t& izg = Size. : .
signal is recovered.

The angular resolution obtained from MC and data are con-
The dependence of the energy resolution and the bias on thistent (see Fig.13), with just a small discrepancy mosgly v
true energy of the gamma-rays is shown in Eig. 11. The energile at the highest energieg (1 TeV). The stereo DISP RF
resolution and bias weakly depends on Hedronnessndé®  method allows us to obtain a very good angular resolution of
cuts, usually improving for stronger cuts. ~ 0.07° at 300 GeV, and even better at higher energies.

In the medium energy range (few hundred GeV) the energy
resolution is as good as 15%. For higher gnergies itis $ight ¢ o Spectrum of the Crab Nebula
worse due to the large fraction of truncated images, and sreow
with high Impactparameters and worse statistics in the training In order to minimize the systematic errors we apply
sample. At low energies the energy resolution is worse, due tHadronnesandé? cuts with high gamma-rayfciency for the
a lower photon number, higher relative noise, and worse estreconstruction of spectrum of the Crab Nebula. The spectrum
mation of the arrival direction, which spoils the precisafthe ~ and the spectral energy distribution (SED) of the Crab Neebul
Impactparameter reconstruction. In the medium energies th@btained from the analyzed sample is presented ir_Eig. 1. Th
bias in the energy estimation is below a few per cent. At lowspectrum in the energy range 70 GeV — 11 TeV can be fitted
energies€ 100 GeV)itis large due to the thresholiest. The ~ with a curved power-law:
bias is corrected in the analysis of the spectra by means of an dN
unfolding procedure (Albert et l., 2007). 5E = fo(E/300Gev frroloai0(E/300 GeV) [em—2571Tev 1, (1)
5.5. Angular resolution where the obtained parameters of the fit dge= (5.8+0.1g) x
We define the angular resolution as the standard deviatioh0 %, a = —2.32+ 0.02a, andb = —0.13 + 0.04sat

of the 2-dimensional Gaussian fitted to the distributionhaf t The spectrum obtained with the MAGIC Stereo observations
reconstructed event direction of the gamma-ray excesss Thagrees within 20-30% with the previous measurements of the
corresponds to a radius containing 39% of the gamma-rays @@rab Nebula. The curvature seems to be smaller than reported
a point like source. For completeness of the study we also caln |Albert et al. (2008b), however thefective spectral slope is
culate the 68% containment radius. In Higl 12 we showdthe still within the systematic and statistical error. Note ewver,
distribution of the gamma-ray excess above twietient en-  that the fitting range is slightly fierent than irl_Albert et al.
ergy thresholds for data and MC simulations. The distringi M). The spectrum in a broader energy range, togettier wi
for 6> < 0.025 can be reasonably well fitted with a single Gaus-its scientific implications will be discussed in another giagn
sian. The distribution in a broader signal range is better depreparation), which exploits a dedicated analysis for theekt
scribed by a double Gaussian. In the lower energies MC andnd the highest energies.
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Figure 10: Comparison of th&/idth (top panels) and theength(bottom) parameters for MAGIC | (left panels) and MAGIC ligit). The solid line is computed
with the MC gamma-rays, black points correspond to the gammaysiexcess, extracted with very loose ciitagronness< 0.9, 62 < 0.03) from the data sample.
Only events withS ize> 200 phe are used.

5.7. Integral sensitivity factor of 2 better than the one of the MAGIC | telescope. The
improvementis even larger (by a factor of about 3) at lower en

In order to allow for a fast reference and comparison Wither ies. Note that two identical telescopes working corsblet
other experiments we calculate the sensitivity of the MAGIC. gles. P g corep

telescopes according to a number of commonly used deﬁn,pdependently would have a sensitivity only a factd2 bet-

tions. For a weak source and perfectly known background, th e_gct?]r;z?g?: é%ri:;nf?fmo?ﬁéf;ir;emln:]g;oze(r;etutebgt;;cto;of
significance of a detection can be calculated with a simglifie 9 P

formula Nexcesd y/Noge, WhereNexcessis the number of the ex- rameters in the analysis and the intrinsic reduction of tobem

cess events, anmilyyq is the estimation of the background. We background in stereo systems.

compute the sensitivitg, as the flux of a source giving In Fig.[18 we also sh(_)w the sensitivity obtaln_ed W|t_h sets of
exyNbkg gamma-ray, proton, helium and electron MC simulations. We

Nexces¢ 4/Nbga = 5 after 50 h of €ective observation time. scale up the proton MCs by 20% to take into account tffedi

In the calculation of the sensitivitys, . o .o We @reé  ence in the rate between the data and the MCs (see SEcfion 5.3)
applying also two additional conditioMycess> 10, Nexcess> ~ The flux of the electrons is much smaller than the one of the
0.05Npge. The second condition protects against small systemprotons, and the spectrum is steeper (Aharoniani et al.,)2009
atic discrepancies between the ON and the OFF, which malevertheless, due to their similarity to the gamma-ray sfrew
mimic a statistically significant signal if the residual kac they can constitute a significant part of the background afte
ground rate is large. Finally, the sensitivity can also ble ca gammahadron separation at medium and high energies (about
culated using the Li & Mal (1983), eq. 17 formula for signif- 15% at 200 GeV). The sensitivity obtained from the Crab data
icance, which is the standard method in the VHE gamma-raget is in agreement with the MC predictions.
astronomy for the calculation of the significance.

The integra_l sensitivit_y of _the MAGIC telescopes workjng ing g Differential sensitivity
stereo mode is shown in Fig.]15 and the values both in Crab ‘
Units (C.U.) and in absolute units are summarized in TAble 1. To evaluate the performance of the MAGIC telescopes for
Above a few hundred GeV the MAGIC Stereo sensitivity is asources with a substantiallyfterent spectral shape compared
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Etresh | Syey/Nbkg | SONew/Nbkgsys | OLi&Ma 10 StigMa 308 Siex/Nbkg
[GeV] [%C.U.] [%C.U.] [%C.U.] [%C.U.] [10 B cm?s
825 | 199+0.03| 4.7+0.04 2.84+0.019 | 2314+ 0.016 138+ 2
100 | 1.56+0.02 | 241+0.03 2.24+002 | 1.818+0.018 841+13
158 | 1.02+0.02 | 1.02+0.02 148+ 0.03 1.2+0.02 304+ 0.6
229 | 0.87+0.02| 0.87+0.02 1.29+0.03 1.03+0.02 157+04
328 | 0.79+0.03| 0.79+0.03 1.23+005 | 0.97+0.04 87+04
452 | 0.78+0.04 | 0.78+0.04 1.25+0.06 0.98+ 0.05 54+03
646 | 0.72+0.06 | 0.72+0.06 1.23+0.08 | 0.95+0.07 3+0.3
1130 | 0.86+0.06 | 0.86+0.06 1.67+0.07 1.23+0.06 151+0.11
2000 | 1.12+0.14 | 112+0.14 267+0.16 1.85+0.13 081+01
2730 15+03 1.58+0.15 43+0.3 28+0.3 0.64+0.12
3490 18+04 23+03 59+ 05 3804 0.53+0.11
4180 23+05 29+04 7.5+0.6 4.8+ 05 047+01

Table 1: Integral sensitivity obtained with the Crab Nebddda sample above the energy threshgidesnh. The sensitivity is calculated ddoycesd ,/Nbgd =5
after 50 h of &ective time SNev\/Wg)’ or with additional conditionNexcess> 10, Nexcess> 0.05Npgq (SNeX/ kagsys). The sensitivity calculated to obtairb

significance after 50 h offective time according to_Li & Mal (1983) with an assumption abr13 background regions is shown $1iguva 105 and Stigma 3o
columns respectively.
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Figure 11: Energy resolution (solid line) and the bias (éd$tobtained with mispointing withomis = 0.014" was added to the simulations.

the MC simulations of gamma-rays. Mild cuts are appligiddronness< 0.6,
6 < 0.03.
5.9. Qf-axis performance

o N Most of the observations of the MAGIC telescopes are per-
to the Crab Nebula, we compute also théfetiential sensitiv-  t5rmed in the wobble mode with arfiset of 04°. However,
ity, i.e. we investigate the sensitivity in narrow bins of-en ggrendipitous sources can occur in the FoV of MAGIC at an
ergy (5 bins per decade). In order to derive optimal cuts inyhitrary angular fiset from the viewing direction (see e.g. de-
Hadronnessand6? in each energy bin, we divide the sample tection of IC 310/ Aleksi¢ et al 2Q1bb). Therefore, weoals
into two roughly equal subsamples. In each energy bin we ey, gy the angular resolution and the sensitivity of MAGIC at
form a scan of cuts on the training subsample, and apply thgigerent afsets from the center of the FoV. Dedicated observa-
best cuts to the second sample obtaining the sensitivi§y (S§jons of the Crab Nebula were performed at a woblffead of
Fig.[I6 and TablEl2). £=02°,03,06°, 1°, and 14°.

At medium energies, the sensitivity is very good (about 1.5- Since the presented here analysis is optimized for sources
2.5% C.U.). Even below 100 GeV, in the energy regime exclu-observed at theftset of 04° from the camera centre, the best
sive to the MAGIC telescopes among all the current IACTSs, weangular resolution is obtained for this angle (see [Ei§). Foy.
obtain a good sensitivity of 10% C.U. As in the case of the larger dfsets the angular resolution is slightly spoiled15%
integral sensitivity, the dierential sensitivity derived with the até = 1°), possibly due to higher influence of the optical aber-
help of MC simulations is in agreement with the one obtainedations. MC simulations show a small (5% of th@&set angle)
from the data sample. radial bias in the estimated source position. Since noynazll
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Table 2: Diferential sensitivity obtained with the Crab Nebula data -sam % 0.2 0.4 0.6 0.8 1 1.2 1.4
ple. The sensitivity in each energy birEgin, Emax) is calculated as Offset angle [degree]

Nexcesd v/Nbgd = 5, Nexcess> 10, Nexcess> 0.05Npgq after 50 h.
Figure 18: Integral sensitivity above 290 GeV for the obaton of a source

_ o at a diferent dfset from the center of the camera. Each point is obtained with
3 013E a small, dedicated sample of Crab Nebula data.
2 E
kel o R .
0.125F £°] ‘ time[h] ‘ Syex/ibg 1% C-U-]
2 o012 02 046 0.61+0.15
< - 0.3 0.23 0.74+ 0.25
JooE 04| 87 0.76+ 0.03
& 0.11F 0.6 0.89 1.15+0.14
- 1 1.55 1.63+0.26
0105 14| 084 28+0.76
01F N
0005 o Table 3: Integral SenSItIVItySNex/\/m above 290 GeV (calculated as
e Nexcesd 4/Nogd = 5 after 50 h) obtained with the Crab Nebula data samples
0.09 = for different dfsets¢ of the source from the center of the camera.

0.2 0.4 0.6 0.8 1 1.2 1.4
Offset [degree]

o

6.1. Atmosphere

Figure 17:  Angular resolution (defined as the 68% contairimagius) for The Earth’s atmosphere has to be considered part of an IACT
gamma-rays with energy above 200 GeV for the observationsufuace at a  detector. Changing atmospheric conditions, small deviati
different d_fset from the center of the camera. Each point is obtained avith of the density profile from the one assumed in simulations, as
small, dedicated sample of Crab Nebula data. . L
well as non-perfectly known atmospheric transmission aue t
Mie scattering introduce additional uncertainties in thergy
least two diferent pointing positions are used for each sourcescale and a smallfiect on the spectral slope reconstruction.
the impact of this bias on the data is reduced. We estimated the systematic error in the energy scale due to
The sensitivity above 290 GeV for ftkkrent dfsets is plot- atmospheric parameters to 5€10%.
ted in Fig.[I8. The values of the sensitivity and thEeetive
observation times of the data samples taken @ dint dfsets  6.2. Mirrors and night sky background
are summarized in TaUE 3. The SenSitiVity of the MAGIC tele- An uncertainty in the amount of ||ght focused by the mir-
scopes is quite good if the projected position of the sowsce irors can be caused by non-perfect knowledge of the reflgctivi
within the inner part of the cameras. The sensitivity degsad of the mirrors, in particular short-term variations of thestl
significantly for sources located at a larger distance from t deposit. In addition to this, due to malfunctions of the AMC

camera center (about a factor of 2 fordifset). system, the total useful mirror area can vary from one night t
another. Using the measurements of the reflected star images
6. Study of the systematic uncertainties and the analysis of the muon images, we estimated that those

effects produce a systematic error on the energy scale of about
Due to the complexity of the IACT technique, there are many~ 8%.
factors which are only known with some uncertainties, thus The level of the night sky background (NSB) can vary from
contributing to systematic errors (see Tdlle 4). We comsite  one observation to another. In particular, galactic saiuse-
systematic errors on the gamma-ray collectidiiceency (i.e.  ally have a higher NSB than extragalactic ones. Also, olaserv
on the absolute flux level), on the absolute light scale, and otions in twilight and moonlight conditions exhibit highelSB
the reconstructed spectral slope. values. High NSB increases the fluctuations of the signal in a
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Systematic fect | Uncertainty is natural that a small number of therg (10) at a given mo-

F-Factor 10% ES ment is unusable, due to e.g. a malfunctioning PMT or readout
atmospheric transmission S10% ES electronics. Since we interpolate the signal in those célarin
mirror reflectivity 8% ES the analysis, the systematiffect on the energy scale is negli-
PMT electron collection@éciency S% ES gible. However the interpolation procedure can lead to a los
light collection in a Winston Cone 5% ES of about 3% of gamma-rayfieciency. Non-linearities in the
PMT quantum giciency 4% ES analog signal chain and the small residual non-linearithef
signal extraction 3% ES

DRS2 chip can produce a systematic uncertainty of about 0.04

temperature dependence of gains 2% ES . .

charge flat-fielding 2-8% ES FN in the spectral index.

analysis and MC discrepancies | <10-15% FN 6.4. Trigger

background subtraction 1-8% FN T

broken channelpixels 3% EN The readout of MAGIC Il introduces a dead time of about
mispointing 1-4% FN 10% for typical trigger rate of events. The dead time is cor-
NSB 1-4% FN rected in the analysis during the calculation of tiffe&tive ob-
trigger 1% FN servation time by means of an exponential fit to the distidut
unfolding of energy spectra 0.1SL of the time diferences to the previous triggered event. The re-
non-linearity of readout 0.04 SL maining error is negligible{ 1%). Also, the in€ficiencies of

_ _ L the trigger systems of the MAGIC telescopes are negligible.
Table 4: Estimated values of the main sources of systematertainties.

They can &ect the energy scale (ES), flux normalization (FN) and thetsple . .
slope (SL). See text for the detailed explanation. 6.5. Signal extraction

We investigate the systematic uncertainties induced by the
signal extraction in MAGIC Il by varying the size of the extra

pixel. Thus it can spoil the precision of the estimation af th > ind We find that the dlie in th tructed
Hillas parameters, and hence lower the acceptance for gammtéton window. VVeTind that the dierence in Ine reconstructe

rays. We investigated thistect generating dedicated MCs with numk()je_r of plhotO?Ihe/lig)lréslgg 3%. Itis similar to ihe corre-
a 30% higher NSB than a typical galactic region of sky. sucfpPonding vaiue o :
an increase covers typical changes of the mean NSB observ

d o
in different regions of the sky in dark conditions, and a mild%'B' Mispointing

moonlight (moon phasg 20%). We found that theféect on Mispointing of one or both telescopes can influence the anal-
the gamma-ray collectiorfiéciency is up to 4% at low energies ysis. Not only thes? distribution becomes broader, but the rel-
(~ 100 GeV) and negligible 1%) above 300 GeV. ative pointing dfferences between MAGIC | and MAGIC I

spoil the reconstruction of the stereo parameters. Theaypi
6.3. Cameras and readout mispointing of the individual MAGIC telescopes i§ 0.02

An important systematic error in the absolute energy scaléBretzetal., 2009] Aleksic ethll, 2010a). The final, post-

comes from uncertainties of the conversionficient of pho-  analysis mispointing is slightly highet 0.025 since it in-
tons to detectable photoelectrons. It contains unceytairthe cludes reconstruction biases. We performed dedicated M€ si
light collection in the Winston Cone-(4%), electron collec- ulations and conclude that the systematic error on the gamma
tion efficiency of the first dynode~( 5%), quantum ficiency ~ 'ay €ficiency due to mispointing is; 4%
of the PMT ¢ 4%) and finally the F-Factor value of the PMTs )
(~ 10%). While it is dfficult to disentangle and correct the in- 6-7. Background subtraction
dividual components of this energy scale uncertainty, bggis Due to dead pixels and stars in the field of view of the tele-
an absolute muon calibration_(Piihlhofer &tlal., 2003), iand  scopes, the distribution of the events on the camera camizeco
tertelescope cross-calibration we are able to obtain mumie m partially inhomogeneous (i.e. it loses its rotational syeam
precise photon to phe conversion factors. try). On top of this, the stereo trigger produced a natural in
In addition, a~ 2% dfect in the energy scale can be at- homogeneity. As a first approximation, the stereo FoV can be
tributed to the temperature dependence of the gains. Irr ordéreated as a non-circular overlapping region of two conige (s
to make the response of the camera homogeneous, we perfooheach determined by the size of the camera trigger regions)
the so-called flat-fielding. Flat-fielding equalizes theduret  originating from both telescopes. This results in an enbdnc
of the quantum ficiency of the pixel for the wavelength of amount of events in the direction determined by the positfon
the light pulser with the gain of the PMT-FADC chain. The the second telescope and can lead to a 10-15% variation in the
part of the signal coming to the trigger branch is thus onlly pa background estimation. Such an error would significanfiyin
tially flatfielded, moreover temperature drifts can influetite  ence the reconstructed flux and spectral index of a weak sourc
flat-fielding. Those ffects, and the fact that the flat-fielding of However, since the MAGIC data are usually taken in wobble
the signal chain is done only at one wavelength, can producaode, alternating the source and anti-source positionsytee
a~ 6 — 8% systematic uncertainty in the energy scale and théematic uncertainty of the background estimation is sthpreg
event rates, mostly for the small events, and a smaffece duced down taS 2%. This procedure naturally does not work
(< 2%) at higher energies. With over 1600 channels in total ifor serendipitous discoveries. Nevertheless, even indase
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a comparable decrease of the systematic error is obtaimed v _ g,x10°
renormalization of the source and anti-souééeplots in the
off-source region or taking the background estimate from thq
geometrically equivalent position in the FoV of the othetao
ble position. The ffect of inhomogeneity is mostly pronounced
at the lowest energies, where usually the excess is smiadlar t
the background. Thus, as an example, a weak source with ¢ §0_14

excess being just 25% of the background, the induced error ¢ N
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the flux estimation can be up t08%. A R % ---------------
6.8. Analysis o1 + +
Because of small remaining discrepancies between data ai E
MCs the reconstructed spectra depend slighfly 10% at 0,08 b b bbbl
medium energies, and 15% at low energies) on the value Data sample

of cuts used for extracting the gamma-ray signal.
Also, the unfolding procedure, which is needed to correct fo Figure 19: Integrated flux above 300 GeV of the Crab Nebulthefunction
i ; ; ORI of the data sample number. The solid horizontal line showsrthan flux in the
the.ﬂmt? energy resoluftl_on and the ene_rgy bias at. th.e : st whole period. The dashed lines show the mean fluxes in Nove@® (left)
ergies, introduces additional systematic uncertainti®s.can  ;nq january 2010 (right).
estimate them by comparing results obtained witfedént reg-
ularization methods (Albert etlal., 2007). We obtain thatdo
typical power-law spectrum the spread of photon indiceslis 0 fluxes both in November 2009 and January 2011 can be well
fitted with a hyphotesis of a constant flux’(n¢s = 8.8/8

6.9. Total systematic uncertainty and 101/9 respectively), there is a clear shift of about 17%
As some of the systematic errors depend strongly on the efetween both months. We c_on_clude that the rglative syst(_emat
ergy of the gamma-ray showers, we summarize separately tifgroron shorttime _scales (W't_h_'n afgw days) with no drasic
systematic errors for low<{ 100 GeV) and for medium en- c_hanglng observational cond|t_|ons is beIOV\_/ 9%. On the _I_onge
ergies £ 300 GeV). As the individual errors are mostly in- t|me scales (mo_nths) the relative systematic may resulaii v
dependent from each other we add them in quadrature (as NS Of the estimated flux of the order-efl7%/ V2 =12%,
Albert et ai. 2008b). The absolute muon calibration and in.which |s_5|m|lar to the value obtained .by the H.E.S.S telpsso
tertelescope cross-calibration allows us to remove mo#tef Mar_oman_el_dlL;OﬁG) Note, that since '_[he C_rab I\_leb_ulya ma
errors connected with the photon to phe conversion. Thes, thshow intrinsic variability, the va_lugs derived in this sent
energy scale of the MAGIC telescopes is determined with a pre>hould be treated as an upper limit on the run to run system-
cision of about 17% at low energies and 15% at medium eneUC¢ uncertainty of the MAGIC telescopes.
gies. The systematic error of the slope of the energy spectra
is estimateq tq be 0._15. At medium energies the error _in the  concusions
flux normalization (without the energy scale uncertaingy@s$-
timated to be 11%. At low energies the systematic errorsre i \yg evaluated the performance of the MAGIC telescopes us-
general larger and the f|l_,l).( normallzat.lon is known with a prec ing both MC simulations and a sample of 9 h of Crab Nebula
sion of about 19%. Additionally, we find that the Crab Nebulagaa  We obtained that the energy threshold of the MAGIC
spectrum reconstructed by the MAGIC telescopes is comsiste elescopes (defined as the peak of the energy distribution fo

with other experiments within 20-30%. a source with a -2.6 spectral index) is 50 GeV. The upgrade
. ] of the MAGIC project with the second telescope led to a very
6.10. Run to run systematic uncertainty good integral sensitivity of (36 + 0.03)% of the Crab Nebula

The total systematic error estimated in the previous sectioflux in 50 h of the &ective time in the medium energy range
can be used when the data from the MAGIC telescopes are- 290 GeV). An even bigger improvement (a factora8 with
compared with the data of other instruments. However, largeespect to MAGIC | single-telescope observations) is oletdi
part of the studied here sources of the systematic errotls, wiat lower energies, thus allowing to reduce the needed o@iserv
result in a (nearly) constantiget which will dfect all the data  tion time by a factor of 9. This makes the MAGIC telescopes
in the same way. Therefore, the remaining, relative sysiema an excellent instrument for observations of gamma rays with
error which may change from one data run to another will beenergies around 100 GeV. Thanks to the new Stereo DISP RF
certainly smaller. In order to investigate thi§ezt we divided method, the angular resolution has improved as wel.07° at
our data into 40 min sub-samples. Such time binning allows300 GeV). The energy resolution is as good as 16% at medium
us to compute the integrated flux (above 300 GeV) of the Cralenergies.

Nebula with a precision of about 9% (see Eig.19). We investigated dierent sources of systematic uncertainties

The standard deviation of the resulting distribution of #ax and found that for a strong source like the Crab Nebula they
computed from individual data runs is equal to 12%. While thedominate over the statistical errors. The spectrum of tteCr
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Nebula obtained with the MAGIC Stereo system is consistent
with the spectra of other VHE Cherenkov telescopes.
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