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#### Abstract

We consider a quasilinear parabolic equation and its associate stationary problem which correspond to a simplified formulation of a Bingham flow and we mainly study two qualitative properties. The first one concerns with the Absence and, respectively, disappearance in finite time, of the movement. We show that there is a suitable balance between the $L^{1}$ - norm of the forcing datum $f_{\infty}$ and the measure of the spatial domain $\Omega$ (essentially saying that the forcing daum must be small enough) such that the corresponding solution $u_{\infty}(x)$ of the stationary problem is such that $u_{\infty} \equiv 0$ a.e. in $\Omega$ (even if $f_{\infty} \neq 0$ ). Moreover, if $f_{\infty}$ is also the forcing term of the parabolic problem, and if the above mentioned balance is strict, for any $u_{0} \in L^{\infty}(\Omega)$ there exists a finite time $T_{u_{0}, f_{\infty}}>0$ such that the unique solution $u(t, x)$ of the parabolic problem globally stops after $T_{u_{0}, f_{\infty}}$, in the sense that $u(t, x) \equiv 0$ a.e. in $\Omega$, for any $t \geq T_{u_{0}, f_{\infty}}$. The second property concerns with the Formation of a positively measure "solid region". We show that if the above balance condition fails (i.e., when the forcing datum is large enough) then the solution $u_{\infty}(x)$ of the stationary problem satisfies that $u_{\infty} \neq 0$ in $\Omega$ and its "solid region" (defined as the set $\mathscr{S}\left(u_{\infty}\right)=$ $\left\{x \in \Omega: \nabla u_{\infty}(x)=0\right\}$ ) has a positive measure. Similar results are obtained for the symmetric solutions $u(t)$ of the parabolic problem. In addition the convergence $u(t) \rightarrow u_{\infty}$ in $H_{0}^{1}(\Omega)$, as $t \rightarrow+\infty$, does not take place in any finite time.
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## 1. Introduction

The main goal of this paper is to establish some qualitative properties of solutions of the following nonlinear parabolic equation

$$
\left\{\begin{array}{lr}
\partial_{t} u-\kappa \Delta u-g \nabla \cdot\left(\frac{\nabla u}{|\nabla u|}\right)=f(t, x) & \text { in } \Omega \times(0, T),  \tag{1}\\
u=0 & \text { on } \partial \Omega \times(0, T), \\
u(0)=u_{0}, & \text { on } \Omega,
\end{array}\right.
$$

and its associate stationary problem

$$
\left\{\begin{array}{lr}
-\kappa \Delta u_{\infty}-g \nabla \cdot\left(\frac{\nabla u_{\infty}}{\left|\nabla u_{\infty}\right|}\right)=f_{\infty}(x) & \text { in } \Omega  \tag{2}\\
u_{\infty}=0 & \text { on } \partial \Omega
\end{array}\right.
$$

[^0]Problems (1) and (2) are scalar problems which arise, for instance, in the study of some Bingham fluids after suitable simplifications. It corresponds to materials which behave as rigid bodies at low shear stress but flow as viscous fluids at high shear stress (see, e.g., the formulation presented in [19]). We recall that the name is associated to Eugene C. Bingham (1878-1945) who, for the first time, in 1916, proposed a mathematical description for this visco-plastic behavior [6]. Common examples of Bingham fluids are tooth paste and paint. The Bingham model has also been used to describe the blood flow in small vessels, such as arterioles and capillaries, where the size of the vessel diameter is comparable to the size of blood cells, see e.g. [37]. The isothermal flow of an incompressible Bingham visco-plastic medium, is modeled by a system of equations (of the Navier-Stokes system type) and it can be shown that, if for instance, the spatial domain is a cylinder then the problem can be reduced to some scalar problems as (1) and (2). The constants $\kappa, g$ are the viscosity and the plasticity constants, respectively. In some sense, the above continuos medium behaves like a viscous fluid (of viscosity $\kappa$ ) in the "viscous region" $\mathscr{V}(u(t,)$. $=\{x \in \Omega:|\nabla u(t, x)|>0\}$ and like a rigid medium in the "solid region" $\mathscr{S}(u(t,))=.\{x \in \Omega:|\nabla u(t, x)|=0\}$.

We also mention that problems of this nature also arise in other different frameworks, as, for instance, in image processing where mainly $\kappa=0$. This leads to very delicate regularity questions (see, e.g. [10], [1] and [27]). In addition, problem (2) is a very good example of the family of $(p, q)$-double phase problems (see, e.g., the survey [30]).

The existence and uniqueness of $L^{2}$-weak solutions to problems (1) and (2) are today well-known results under different regularity assumptions on the data (see, e.g., [21], [23], [22], [25], and also [7], among other references). We point out that weaker notion of solutions can be considered under more general conditions on the data, nevertheless, since this paper is mainly devoted to the study of some qualitative properties we will not deal with other weaker notion of solutions. We will assume that $\Omega$ is a bounded regular open subset of $\mathbb{R}^{N}, \kappa$ and $g$ are positive constants and at least $f \in L^{2}\left(0, T: L^{2}(\Omega)\right), u_{0} \in L^{\infty}(\Omega)$ and $f_{\infty} \in L^{2}(\Omega)$. Thus the weak formulation of problems (1) and (2) can be expressed in terms of the following variational inequalities:

$$
\left\{\begin{array}{l}
u \in C\left([0, T]: L^{2}(\Omega)\right) \cap L^{2}\left(0, T: H_{0}^{1}(\Omega)\right), \partial_{t} u \in L^{2}\left(0, T: H^{-1}(\Omega)\right)  \tag{3}\\
u(0)=u_{0} \quad \text { on } \Omega \\
\left\langle\partial_{t} u(t), v-u(t)\right\rangle+\int_{\Omega} \nabla u(t) \cdot \nabla(v-u(t)) \mathrm{d} x \quad+g(j(v)-j(u(t))) \geq \int_{\Omega} f(t)(v-u(t)) \mathrm{d} x \\
\forall v \in H_{0}^{1}(\Omega) \text { and a.e. } t \in(0, T)
\end{array}\right.
$$

and, respectively,

$$
\left\{\begin{array}{l}
u_{\infty} \in H_{0}^{1}(\Omega)  \tag{4}\\
\kappa \int_{\Omega} \nabla u_{\infty} \cdot \nabla\left(v-u_{\infty}\right) \mathrm{d} x+g\left(j(v)-j\left(u_{\infty}\right)\right) \geq \int_{\Omega} f_{\infty}\left(v-u_{\infty}\right) \mathrm{d} x, \quad \forall v \in H_{0}^{1}(\Omega)
\end{array}\right.
$$

where $\langle$,$\rangle denotes the duality between H_{0}^{1}(\Omega)$ and $H^{-1}(\Omega), j(v)=g \int_{\Omega}|\nabla v| \mathrm{d} x$ for $v \in H_{0}^{1}(\Omega)$.
Note that both variational inequalities can be formulated also (see [7]) in terms of the subdifferential of the convex function $\varphi(v)$ given by

$$
\varphi(v)=\left\{\begin{array}{lc}
\frac{\kappa}{2} \int_{\Omega}|\nabla v|^{2} \mathrm{~d} x+g \int_{\Omega}|\nabla v| \mathrm{d} x & \text { if } v \in H_{0}^{1}(\Omega) \\
+\infty & \text { otherwise }
\end{array}\right.
$$

as

$$
\partial_{t} u+\partial \varphi(u) \ni f(t, x),
$$

and

$$
\partial \varphi\left(u_{\infty}\right) \ni f_{\infty}
$$

respectively. It was shown in [7] (see Theorem 15) that the domain of $(\partial \varphi)$ is $D(\partial \varphi)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$. Nevertheless, we know that, in general, $u_{\infty} \notin C^{2}(\Omega), u_{\infty} \notin H^{3}(\Omega)$ (see [25]). In addition, an equivalent formulation can be given in terms of suitable Lagrange multipliers (see [21] and [23])). Namely, concerning the parabolic problem (1), there exists $\lambda(t, x)$ such that

$$
\left\{\begin{array}{l}
\lambda \in\left[L^{\infty}((0, T) \times \Omega)\right]^{N}  \tag{5}\\
|\lambda| \leq 1 \text { and } \lambda \cdot \nabla u=|\nabla u| \quad \text { a.e. in }(0, T) \times \Omega
\end{array}\right.
$$

and

$$
\partial_{t} u-\kappa \Delta u+g \operatorname{div} \lambda=f(t, x)
$$

Analogously, concerning the associate stationary problem (2), there exists $\lambda_{\infty}(x)$ such that

$$
\left\{\begin{array}{l}
\lambda_{\infty} \in L^{\infty}(\Omega)^{N},  \tag{6}\\
\left|\lambda_{\infty}\right| \leq 1 \text { and } \lambda_{\infty} \cdot \nabla u_{\infty}=\left|\nabla u_{\infty}\right| \quad \text { a.e. in } \Omega,
\end{array}\right.
$$

and

$$
-\kappa \Delta u_{\infty}+g \operatorname{div} \lambda_{\infty}=f_{\infty}(x)
$$

We also recall that under some additional conditions on $f$ and $u_{0}$ it can be proved (see, e.g. [7], [20], [19]) that if

$$
f(t) \rightarrow f_{\infty} \text { in } L^{2}(\Omega), \quad \text { as } t \rightarrow+\infty,
$$

then $u(t) \rightarrow u_{\infty}$ in $H_{0}^{1}(\Omega)$, as $t \rightarrow+\infty$, where $u_{\infty}(x)$ is the (unique) solution of the associated stationary problem.
In order to simplify the exposition, we will assume that

$$
f(t, x) \equiv f_{\infty}(x), \text { a.e. in } \Omega
$$

and

$$
\begin{equation*}
f_{\infty} \neq 0 \text { a.e. in } \Omega . \tag{7}
\end{equation*}
$$

Notice that $f_{\infty}$ is a simplified representation of the addition of the gradient pressure and the external forcing in the vectorial Navier-Stokes type formulation. Thus the condition (7) is very natural since the case $f_{\infty} \equiv 0$ a.e. in $\Omega$ has a restrictive meaning in fluid mechanics.

In order to simplify the exposition we will also assume that

$$
\begin{equation*}
f_{\infty} \supsetneqq 0 \text { a.e. in } \Omega . \tag{8}
\end{equation*}
$$

In this paper we are interested, among other things, in proving the two following different qualitative properties.
Property 1: Absence and, respectively, disappearance in finite time, of the movement. We will show that if

$$
\begin{equation*}
\left\|f_{\infty}\right\|_{L^{1}(\Omega)} \leq g\left(\frac{|\Omega|}{\omega_{N}}\right)^{(N-1) / N} \tag{9}
\end{equation*}
$$

where $|\Omega|$ and $\omega_{N}$ denote the measure of the subset $\Omega$ and unit ball of $\mathbb{R}^{N}$, respectively, then the unique solution $u_{\infty}(x)$ of problem (2) satisfies $u_{\infty} \equiv 0$ a.e. in $\Omega$ (even if $f_{\infty} \neq 0$ ). Moreover, if the balance is strict

$$
\begin{equation*}
\left\|f_{\infty}\right\|_{L^{1}(\Omega)}<g\left(\frac{|\Omega|}{\omega_{N}}\right)^{(N-1) / N} \tag{10}
\end{equation*}
$$

for any $u_{0} \in L^{\infty}(\Omega)$ there exists a finite time $T_{u_{0}, f_{\infty}}>0$ such that the unique solution $u(t, x)$ of problem (1) globally stops after $T_{u_{0}, f_{\infty}}$, in the sense that $u(t, x) \equiv 0$ a.e. in $\Omega$, for any $t \geq T_{u_{0}, f_{\infty}}$.

Property 2: Formation of a positively measure "solid region". We will show that if the above balance condition fails, i.e.

$$
\begin{equation*}
\left\|f_{\infty}\right\|_{L^{1}(\Omega)}>g\left(\frac{|\Omega|}{\omega_{N}}\right)^{(N-1) / N} \tag{11}
\end{equation*}
$$

then the unique solution $u_{\infty}(x)$ of problem (2) satisfies $u_{\infty} \neq 0$ a.e. in $\Omega$ but its associated "solid region" (defined as the set $\left.\mathscr{S}\left(u_{\infty}\right)=\left\{x \in \Omega: \nabla u_{\infty}(x)=0\right\}\right)$ has a positive measure. Moreover, there is a large class of initial data, $u_{0} \in L^{\infty}(\Omega)$, for which the convergence $u(t) \rightarrow u_{\infty}$ in $H_{0}^{1}(\Omega)$, as $t \rightarrow+\infty$, does not take place in any finite time.

Concerning the stationary problem, the previous two properties can be stated as follows:
Theorem 1.1. Assume $f_{\infty} \in L^{2}(\Omega)$ such that (8) holds. Let $u_{\infty}(x)$ be the unique solution of problem (2). Then:
i) If the balance condition (9) holds then $u_{\infty} \equiv 0$ a.e. in $\Omega$.
ii) If the opposite balance condition (11) holds then $u_{\infty} \neq 0, u_{\infty} \in L^{\infty}(\Omega)$, and its associated "solid region" $\mathscr{S}\left(u_{\infty}\right)$ has a positive measure. In fact $\mathscr{S}\left(u_{\infty}\right) \subset\left\{x \in \Omega: u_{\infty}(x)=\left\|u_{\infty}\right\|_{L^{\infty}(\Omega)}\right\}$.

Our strategy to prove this and others qualitative properties relies on the use of classical symmetrization techniques. Namely, we consider the symmetrized problem

$$
\left\{\begin{array}{lr}
-\kappa \Delta U_{\infty}-g \nabla \cdot\left(\frac{\nabla U_{\infty}}{\left|\nabla U_{\infty}\right|}\right)=f_{\infty}^{*}(x) & \text { in } \Omega^{*}  \tag{12}\\
U_{\infty}=0 & \text { on } \partial \Omega^{*}
\end{array}\right.
$$

and the associate parabolic problem

$$
\left\{\begin{array}{lr}
\partial_{t} U-\kappa \Delta U-g \nabla \cdot\left(\frac{\nabla U}{|\nabla U|}\right)=f_{\infty}^{*}(x) & \text { in } \Omega^{*} \times(0, T)  \tag{13}\\
U=0 & \text { on } \partial \Omega^{*} \times(0, T) \\
U(0)=U_{0}=u_{0}^{*}, & \text { on } \Omega^{*}
\end{array}\right.
$$

where $\Omega^{*}$ is the ball centered at the origin with the same measure as $\Omega, u_{0}^{*}$ and $f_{\infty}^{*}$ are the spherically symmetric rearrangement of the data $u_{0}$ and $f_{\infty}$, respectively (see definition and properties in Section 2 ). Then we will start by proving the qualitative properties firstly to the symmetric problems and then we will deduce them for the non necessarily symmetric problem.

Concerning the parabolic problem, the qualitative properties we will get are the following:
Theorem 1.2. Assume $f_{\infty} \in L^{2}(\Omega)$ such that (8) holds and let $u_{0} \in L^{\infty}(\Omega)$. Let $u(t, x)$ be the unique solution of problem (1).Then:
i) if the balance condition (10) holds then there exists a finite time $T_{u_{0}, f_{\infty}}>0$ such that $u(t, x) \equiv 0$ a.e. in $\Omega$, for any $t \geq T_{u_{0}, f_{\infty}}$.
ii) If the opposite balance condition (11) holds and $u_{0}^{*} \in H^{2}(B(0, R)) \cap H_{0}^{1}(B(0, R))$ is such that

$$
\begin{equation*}
\frac{\kappa}{r^{N-1}} \frac{d}{d r}\left(r^{N-1} \frac{d u_{0}^{*}}{d r}(r)\right)+\frac{g}{r^{N-1}} \frac{d}{d r}\left(r^{N-1} \lambda_{0}(r)\right)+f_{\infty}(r) \geq 0 \text { in } H^{-1}(0, R) \tag{14}
\end{equation*}
$$

for some $\lambda_{0}(r) \in \operatorname{sign}\left(\frac{d u_{0}}{d r}(r)\right)$ a.e. in $(0, R)$, with $S\left(u_{0}^{*}\right) \subset B\left(0, R_{0}\right)$ then we have

$$
S(U(t)) \subset B\left(0, R_{0}\right) \quad \text { for any } t \geq 0
$$

with

$$
U(t, r)=\|U(t)\|_{L^{\infty}(B(0, R))} \quad \text { on } S(U(t))
$$

Moreover,

$$
\begin{equation*}
U(t) \rightarrow U_{\infty} \quad \text { in } H_{0}^{1}(B(0, R)) \quad \text { as } t \rightarrow+\infty, \tag{15}
\end{equation*}
$$

where $U_{\infty}$ is the unique solution of problem (12), and there exits a $R^{*} \in(0, R)$ such that

$$
\begin{equation*}
\left\|U(t)-U_{\infty}\right\|_{C^{0}\left(\left[R^{*}, R\right]\right)}>0 \quad \text { for any } t>0 \tag{16}
\end{equation*}
$$

In addition, for any $t \geq 0$ we have that

$$
\begin{equation*}
\left|\left\{x \in \Omega: u(t, x)=\|u(t)\|_{L^{\infty}\left(\Omega^{*}\right)}\right\}\right| \leq\left|\left\{x \in \Omega^{*}: U(t, x)=\|U(t)\|_{L^{\infty}\left(\Omega^{*}\right)}\right\}\right| . \tag{17}
\end{equation*}
$$

The useful tool we will use to reduce the study to the symmetric case is the following set of comparison results:
Theorem 1.3. We have:

1) Let $u_{\infty}(x)$ be the unique solution of (2). Then

$$
\begin{equation*}
u_{\infty}^{*}(x) \leq U_{\infty}(x) \quad \text { a.e } x \in \Omega^{*} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\nabla u_{\infty}^{*}(x)\right| \leq\left|\nabla U_{\infty}(x)\right| \quad \text { a.e } x \in \Omega^{*} . \tag{19}
\end{equation*}
$$

2) Let $u(t, x)$ be the unique solution of (1). Then, for any $t \in[0, T]$ we have the mass comparison of $u$ and $U$

$$
\begin{equation*}
\int_{B(0, r)} u^{*}(t, x) d x \leq \int_{B(0, r)} U(t, x) d x, \forall t>0, \forall r \in[0, R] \tag{20}
\end{equation*}
$$

assumed that $\Omega^{*}=B(0, R)$.

As already mentioned, after proving this result, the proof of the above qualitative properties is reduced to the establishment of the properties for solutions of problems (12) and (13) in the framework of symmetric solutions. This will be done in Section 3 where we will present also some other remarks. In this way, we improve many previous results in the literature, most of them dealing with the case $f_{\infty}=c$, where $c$ is a positive constant (see, e.g. [25], [23] and [19]). We also recall that most of the previous results on the existence of a finite stopping time $T_{u_{0}, f_{\infty}}$ (see part i) of Theorem 1.2) hold assuming $f_{\infty}=0$ and under the important restriction on the dimension of the space $N=2$ ( other conditions on the dimension of the space $N$ when dealing with other non-Newtonian flows can be found in [2] and [11]).

## 2. SYMMETRIZATION: REARRANGEMENT COMPARISON RESULTS

We begin by recalling some basic definitions from the theory of rearrangements of functions. Given a real valued measurable function $u$ defined in a measurable subset $\Omega$ of $\mathbb{R}^{N}$, the distribution function of $u$ is the function defined by

$$
\begin{equation*}
\mu(\tau)=|\{x \in \Omega:|u(x)|>\tau\}| . \tag{21}
\end{equation*}
$$

The decreasing rearrangement of $u$ is the smallest decreasing function $\widetilde{u}$ from $[0, \infty]$ into $[0, \infty]$ such that $\widetilde{u}(\mu(\tau)) \geq \tau$ for every $\tau$. Equivalently

$$
\begin{equation*}
\widetilde{u}(s)=\inf \{\tau \geq 0: \mu(\tau)<s\} \tag{22}
\end{equation*}
$$

The spherically symmetric rearrangement of $u$ is the function $u^{*}: \Omega^{*} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
u^{*}(x)=\widetilde{u}\left(\omega_{N}|x|^{N}\right)=u^{*}(r), r=|x| . \tag{23}
\end{equation*}
$$

where $\omega_{N}$ is the measure of the $N$-dimensional unit ball and $\Omega^{*}$ is the ball centered at the origin having the same measure as $\Omega$, that is, $\Omega^{*}=B(0, R)$ with $R=\left(\frac{|\Omega|}{\omega_{N}}\right)^{1 / N}$.

In order to prove Theorem 1.3 a suitable approximation of problem (2) is considered: given $f_{\infty} \in L^{2}(\Omega)$ and $1<p<2$, let us consider the following non-linear problem

$$
\left\{\begin{array}{lr}
-\kappa \Delta u_{p}-g \Delta_{p} u_{p}=f_{\infty} & \text { in } \Omega,  \tag{24}\\
u_{p}=0 & \text { on } \partial \Omega,
\end{array}\right.
$$

where $\Delta_{p}$ is the $p$-Laplacian operator defined as

$$
\Delta_{p} v=\operatorname{div}\left(|\nabla v|^{p-2} \nabla v\right)
$$

The existence and uniqueness of a solution $u_{p}$ of (24) in the space $H_{0}^{1}(\Omega)$ can be deduced from classical results in the literature (see, e.g., [21]). In addition, we know that $u_{p}$ is the solution of the variational problem

$$
\min _{v \in H_{0}^{1}(\Omega)}\left(\frac{\kappa}{2} \int_{\Omega}|\nabla v|^{2}+\frac{g}{p} \int_{\Omega}|\nabla v|^{p}-\int_{\Omega} f_{\infty} v\right)
$$

Moreover, since $f_{\infty} \nsupseteq 0$ a.e. in $\Omega$ we know that $u_{p} \geq 0$ a.e. on $\Omega$ (see, e.g., [14]).
It will be useful to apply the following result:
Lemma 2.1. We have

$$
\begin{equation*}
\lim _{p \rightarrow 1}\left\|u_{p}-u_{\infty}\right\|_{H_{0}^{1}(\Omega)}=0 \tag{25}
\end{equation*}
$$

Proof. The solution $u_{p} \in H_{0}^{1}(\Omega)$ of (24) satisfies

$$
\begin{equation*}
\kappa \int_{\Omega} \nabla u_{p}\left(\nabla v-\nabla u_{p}\right)+\frac{g}{p} \int_{\Omega}|\nabla v|^{p}-\frac{g}{p} \int_{\Omega}\left|\nabla u_{p}\right|^{p} \geq \int_{\Omega} f_{\infty}\left(v-u_{p}\right) \quad \forall v \in H_{0}^{1}(\Omega) . \tag{26}
\end{equation*}
$$

Thus, by taking $v=u_{\infty}$ in (26) we obtain the following estimate:

$$
\begin{equation*}
\kappa \int_{\Omega} \nabla u_{p}\left(\nabla u_{\infty}-\nabla u_{p}\right)+\frac{g}{p} \int_{\Omega}\left|\nabla u_{\infty}\right|^{p}-\frac{g}{p} \int_{\Omega}\left|\nabla u_{p}\right|^{p} \geq \int_{\Omega} f_{\infty}\left(u_{\infty}-u_{p}\right) . \tag{27}
\end{equation*}
$$

In the same way, choosing $v=u_{p}$ as test function in (4), it follows:

$$
\begin{equation*}
\kappa \int_{\Omega} \nabla u_{\infty}\left(\nabla u_{p}-\nabla u_{\infty}\right)+g \int_{\Omega}\left|\nabla u_{p}\right|-g \int_{\Omega}\left|\nabla u_{\infty}\right| \geq \int_{\Omega} f_{\infty}\left(u_{p}-u_{\infty}\right) \tag{28}
\end{equation*}
$$

From (27) and (28) we deduce:

$$
\begin{equation*}
\kappa \int_{\Omega}\left|\nabla u_{\infty}-\nabla u_{p}\right|^{2}+g \int_{\Omega}\left(\frac{1}{p}\left|\nabla u_{p}\right|^{p}-\left|\nabla u_{p}\right|\right) \leq g \int_{\Omega}\left(\frac{1}{p}\left|\nabla u_{\infty}\right|^{p}-\left|\nabla u_{\infty}\right|\right) \tag{29}
\end{equation*}
$$

Since the following estimate holds

$$
\begin{equation*}
\int_{\Omega}\left(\frac{1}{p}\left|\nabla u_{p}\right|^{p}-\left|\nabla u_{p}\right|\right) \geq\left(\frac{1}{p}-1\right)|\Omega| \tag{30}
\end{equation*}
$$

inequality (29) gives

$$
\kappa\left\|u_{\infty}-u_{p}\right\|_{H_{0}^{1}}^{2} \leq g\left(1-\frac{1}{p}\right)|\Omega|+g \int_{\Omega}\left(\frac{1}{p}\left|\nabla u_{\infty}\right|^{p}-\left|\nabla u_{\infty}\right|\right) .
$$

Taking the limit as $p \rightarrow 1$ is the above inequality we obtain (25).

Now we will state some other technical lemmas which will be used later. Let $Q$ be the function defined in $(0,+\infty)$ by

$$
\begin{equation*}
Q(r)=\kappa+g|r|^{p-2} \tag{31}
\end{equation*}
$$

and let

$$
B(r)=\kappa r+g|r|^{p-2} r
$$

Lemma 2.2. Let $u_{p} \in H_{0}^{1}(\Omega)$ be the non-negative solution of problem (24). Then the decreasing function

$$
\tau \rightarrow \int_{\left\{u_{p}>\tau\right\}} Q\left(\left|\nabla u_{p}\right|\right)\left|\nabla u_{p}\right|^{2} d x
$$

is Lipschitz continuous and the following inequality holds a.e. $\tau>0$,

$$
\begin{equation*}
0 \leq-\frac{d}{d \tau} \int_{\left\{u_{p}>\tau\right\}} Q\left(\left|\nabla u_{p}\right|\right)\left|\nabla u_{p}\right|^{2} d x \leq \int_{0}^{\mu_{p}(\tau)} \widetilde{f_{\infty}}(s) d s \tag{32}
\end{equation*}
$$

where $\mu_{p}(\tau)$ denotes the distribution function of $u_{p}$ and $\widetilde{f_{\infty}}$ is the decreasing rearrangement of $f_{\infty}$.

Lemma 2.3. The following estimate holds a.e $\tau>0$

$$
\begin{equation*}
1 \leq-\mu_{p}^{\prime}(\tau)\left[N \omega_{N}^{\frac{1}{N}} \mu_{p}(\tau)^{1-\frac{1}{N}}\right]^{-1} B^{-1}\left(\frac{-1}{N \omega^{\frac{1}{N}} \mu_{p}(\tau)^{1-\frac{1}{N}}}\right) \frac{d}{d \tau} \int_{\left\{u_{p}>\tau\right\}} Q\left(\left|\nabla u_{p}\right|\right)\left|\nabla u_{p}\right|^{2} d x \tag{33}
\end{equation*}
$$

Lemma 2.4. The decreasing rearrangement $\widetilde{u}_{p}$ of $u_{p}$ is absolutely continuous in $(0,|\Omega|)$ and satisfies

$$
\begin{equation*}
-\frac{d \widetilde{u}_{p}}{d s}(s) \leq \frac{1}{\alpha(s)} B^{-1}\left(\frac{1}{\alpha(s)} \int_{0}^{s} \widetilde{f}_{\infty}(\theta) d \theta\right) \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha(s)=N \omega_{N}^{\frac{1}{N}} s^{\frac{N-1}{N}} . \tag{35}
\end{equation*}
$$

Moreover, if $f_{\infty}=f_{\infty}^{*}$, we have

$$
\begin{equation*}
-\frac{d \widetilde{u}_{p}}{d s}(s)=\frac{1}{\alpha(s)} B^{-1}\left(\frac{1}{\alpha(s)} \int_{0}^{s} \widetilde{f}_{\infty}(\theta) d \theta\right) \tag{36}
\end{equation*}
$$

For the proofs of Lemmas 2.2, 2.3 and 2.4 we refer to [35], [36] and [14]. We are now in conditions to prove part 1) of Theorem 1.3.

Proof of part 1) of Theorem 1.3. Let $U_{p} \in H_{0}^{1}\left(\Omega^{*}\right)$ be the solution of the symmetrized problem

$$
\left\{\begin{array}{lr}
-\kappa \Delta U_{p}-g \Delta_{p} U_{p}=f_{\infty}^{*} & \text { in } \Omega^{*}  \tag{37}\\
U_{p}=0 & \text { on } \partial \Omega^{*}
\end{array}\right.
$$

Since $f_{\infty}^{*}$ is non-increasing, we deduce (see, e.g., [14]) that

$$
U_{p}^{*}=U_{p} \quad \text { on } \Omega^{*}
$$

On the other hand, from Lemmas 2.2, 2.3 and 2.4 we deduce

$$
-\alpha(s) \frac{d \widetilde{u}_{p}(s)}{d s} \leq-\alpha(s) \frac{d \widetilde{U}_{p}(s)}{d s} \quad \text { a.e } s \in(0,|\Omega|]
$$

From this inequality, using the definition of symmetric rearrangement, we obtain the estimate

$$
\begin{equation*}
\left|\nabla u_{p}^{*}(x)\right| \leq\left|\nabla U_{p}(x)\right| \text { a.e. } x \in \Omega^{*} \tag{38}
\end{equation*}
$$

Furthermore, from Theorem 1 of [36] we have

$$
\begin{equation*}
u_{p}^{*}(x) \leq U_{p}(x) \quad \text { a.e. } x \in \Omega^{*} \tag{39}
\end{equation*}
$$

Using Lemma 2.1 we get that

$$
\begin{equation*}
u_{p}^{*} \rightarrow u_{\infty}^{*} \text { and } U_{p} \rightarrow U_{\infty} \text { strongly in } H_{0}^{1}\left(\Omega^{*}\right) \tag{40}
\end{equation*}
$$

From (40), passing to the limit, as $p \rightarrow 1$, in (38) and (39) we get estimates (18) and (19).
Proof of part 2) of Theorem 1.3. It follows the same global idea of the proof of part 1 but with important additional arguments, as usual in the application of rearrangement techniques to nonlinear parabolic problems. Several alternatives are possible. Here we will follow the approach indicated by J.I. Díaz in [17] (see also [15], [18] and [16]) since it leads to some quantitative inequalities which are not evident to be obtained through the implicit time discretization used in the theory of accretive operators. We start by approximating the diffusion operator by the degenerate quasilinear operator given in terms of the p-Laplacian operator for $p \in(1,2)$. Thus, we consider the parabolic problem

$$
\left\{\begin{array}{lr}
\partial_{t} u-\kappa \Delta u-g \Delta_{p} u=f_{\infty}(x) & \text { in } \Omega \times(0, T),  \tag{41}\\
u=0 & \text { on } \partial \Omega \times(0, T), \\
u(0)=u_{0}, & \text { on } \Omega
\end{array}\right.
$$

and its symmetrized problem

$$
\left\{\begin{array}{lr}
\partial_{t} U-\kappa \Delta U-g \Delta_{p} U=f_{\infty}^{*}(x) & \text { in } \Omega^{*} \times(0, T),  \tag{42}\\
U=0 & \text { on } \partial \Omega^{*} \times(0, T), \\
U(0)=U_{0}=u_{0}^{*}, & \text { on } \Omega^{*}
\end{array}\right.
$$

It can be easily shown (using the techniques of [7]: see also Chapter 4 of [14]) that the associated diffusion operator is the subdifferential of a convex function $\partial \varphi_{p}(u)$ on the Hilbert space $H=L^{2}(\Omega)$, with $\varphi_{p}(u)$ given by

$$
\varphi_{p}(v)=\left\{\begin{array}{lc}
\frac{\kappa}{2} \int_{\Omega}|\nabla v|^{2} d x+g \int_{\Omega}|\nabla v|^{p} d x & \text { if } v \in H_{0}^{1}(\Omega) \\
+\infty & \text { otherwise }
\end{array}\right.
$$

Then we know (see Theoreme 3.6 of [9]) that, without loss of generality, we can assume that $u_{0} \in D\left(\partial \varphi_{p}\right)$ and that we are dealing with strong solutions, in the sense that $u_{t}(t) \in L^{2}(\Omega)$ for a.e. $t>0$ (and, similarly, $U_{t}(t) \in L^{2}\left(\Omega^{*}\right)$ ). Then we can apply the main result of [31] proving that the following identity holds

$$
\int_{u>\theta} \frac{\partial u}{\partial t}(t, x) d x=\int_{0}^{\mu(\theta)} \frac{\partial \widetilde{u}(t, \sigma)}{\partial t} d \sigma=\frac{\partial k}{\partial t}(t, \mu(\theta))
$$

where

$$
k(t, s)=\int_{0}^{s} \widetilde{u}(t, \sigma) d \sigma
$$

and $\widetilde{u}(t, \cdot)$ is the scalar decreasing rearrangement of the solution $u$. Then applying the same techniques of the proof of part 1$)$ we get that $k(t, s)$ satisfies

$$
\left(F N^{*}\right) \begin{cases}\frac{\partial k}{\partial t}-\kappa a_{2}(s) \frac{\partial^{2} k}{\partial s^{2}}+g a_{p}(s)\left|\frac{\partial^{2} k}{\partial s^{2}}\right|^{p-2} \frac{\partial^{2} k}{\partial s^{2}} \leq \int_{0}^{s} \widetilde{f}_{\infty}(\sigma) d \sigma, & s \in(0,|\Omega|), t \in(0, T) \\ k(t, 0)=0, \quad k(t,|\Omega|)=0, & t \in(0, T) \\ k(0, s)=\int_{0}^{s} \widetilde{u}_{0}(\sigma) d \sigma & s \in(0,|\Omega|)\end{cases}
$$

where, for $p \in(1,2]$,

$$
a_{p}(s):=\left[N \omega_{N}^{1 / N} s^{(N-1) / N}\right]^{p}
$$

Analogously, by defining

$$
K(t, s)=\int_{0}^{s} \widetilde{U}(t, \sigma) d \sigma
$$

we get that

$$
\left(F N^{*}\right) \begin{cases}\frac{\partial K}{\partial t}-\kappa a_{2}(s) \frac{\partial^{2} K}{\partial s^{2}}+g a_{p}(s)\left|\frac{\partial^{2} K}{\partial s^{2}}\right|^{p-2} \frac{\partial^{2} K}{\partial s^{2}}=\int_{0}^{s} \widetilde{f}_{\infty}(\sigma) d \sigma, & s \in(0,|\Omega|), t \in(0, T) \\ K(t, 0)=0, \quad K(t,|\Omega|)=0, & t \in(0, T) \\ K(0, s)=\int_{0}^{s} \widetilde{u}_{0}(\sigma) d \sigma & s \in(0,|\Omega|)\end{cases}
$$

As in [17], using that the corresponding fully nonlinear operator is T-accretive in the Banach space $L^{\infty}(0,|\Omega|)$, we get the comparison

$$
k(t, s) \leq K(t, s) \quad \forall t \in[0, T], \quad \forall s \in(0,|\Omega|)
$$

which implies the inequality (20).
The convergence of solutions when $p \searrow 1$ can be obtained through a very easy modification of the proof given in part 1) since we have the convergence of the subdifferentials $\partial \varphi_{p}(u) \rightarrow \partial \varphi(u)$ in the sense of resolvents $(I+$ $\left.\delta \partial \varphi_{p}(u)\right)^{-1} z \rightarrow(I+\delta \partial \varphi(u))^{-1} z$, for any $z \in L^{2}(\Omega)$ and any $\delta>0$ (see Proposition 3.14 of [9]).
Remark 2.5. The above convergence argument holds under much more general conditions (see, e.g. [34], [27] and their many references).

## 3. QUALITATIVE PROPERTY OF THE RADIALLY SYMMETRIC PROBLEMS AND PROOFS OF THE MAIN RESULTS

3.1. The stationary symmetric problem. In this subsection we shall consider only the radially symmetric case in which $\Omega=B(0, R)$, the open ball of radius $R$ centered at the origin, and the datum of the stationary problem (2) $f_{\infty}$ is assumed to be a radially symmetric and nonnegative function.

The uniqueness of solutions implies that the problem can be formulated in the following terms: given

$$
\begin{equation*}
f_{\infty} \geq 0 \quad \text { with } \quad \int_{0}^{R}\left[f_{\infty}(r)\right]^{2} r^{N-1} d r<+\infty \tag{43}
\end{equation*}
$$

find $u_{\infty} \in H_{0}^{1}(B(0, R))$ such that

$$
\left\{\begin{array}{l}
-\frac{\kappa}{r^{N-1}} \frac{d}{d r}\left(r^{N-1} \frac{d u_{\infty}}{d r}(r)\right)-\frac{g}{r^{N-1}} \frac{d}{d r}\left(r^{N-1} \lambda_{\infty}(r)\right)=f_{\infty}(r), \text { for } r \in(0, R)  \tag{44}\\
u_{\infty}(R)=0 \quad \text { and } \quad \frac{d u_{\infty}}{d r}(0)=0
\end{array}\right.
$$

for some scalar-valued function $\lambda_{\infty} \in L^{\infty}(0, R)$ satisfying

$$
\begin{equation*}
\left|\lambda_{\infty}(r)\right| \leq 1 \quad \text { and } \quad \lambda_{\infty}(r) \frac{d u_{\infty}}{d r}(r)=\left|\frac{d u_{\infty}}{d r}(r)\right| \quad \text { a.e. in }(0, R) \tag{45}
\end{equation*}
$$

Note that, by the regularity proved in [7], we know that $u_{\infty} \in H^{2}(B(0, R))$. In fact, this implies that $u_{\infty} \in C^{1}([0, R))$ and that $r^{N-1} \lambda_{\infty}(r)$ is an element of $H^{1}(B(0, R))$ and, that, in particular, $\lambda_{\infty} \in C^{0}(0, R)$. We also mention that condition (45) can be equivalently written as

$$
\lambda_{\infty}(r) \in \operatorname{sign}\left(\frac{d u_{\infty}}{d r}(r)\right) \text { a.e. in }(0, R)
$$

where sign denotes the maximal monotone graph of $\mathbb{R}$ given by $\operatorname{sign}(s)=+1$ if $s>0, \operatorname{sign}(s)=-1$ if $s<0$ and $\operatorname{sign}(0)=[-1,+1]$.

We are interested in studying the solid region generated by the solution,

$$
S\left(u_{\infty}\right)=\left\{r \in[0, R): \frac{d u_{\infty}}{d r}(r)=0\right\}
$$

and its dependence with respect to the data $f_{\infty}, R, \kappa$ and $g$.
As a matter of fact, due to applicability of symmetrization techniques, we want to know sufficient conditions in order to get a nontrivial (radially symmetric) solution $u_{\infty}(r)>0$ and non-increasing for $r \in(0, R)$. Thus, we shall consider only the case in which the solid region generated by the solution, $S\left(u_{\infty}\right)$ contains a neighborhood of the origin. As we shall see, in our case it is related to the monotonicity of the function $\lambda_{\infty}(r)$. In this framework, the interesting case arises when function $f_{\infty}(r)$ satisfies an additional condition:

$$
\begin{equation*}
f_{\infty}(r) \text { is a non-increasing function of } r \text {. } \tag{46}
\end{equation*}
$$

We have
Proposition 3.1. Assume $f_{\infty}$ satisfying (43) and (46). Then:
a) if

$$
\begin{equation*}
\frac{1}{g R^{N-1}} \int_{0}^{R} s^{N-1} f_{\infty}(s) d s \leq 1 \tag{47}
\end{equation*}
$$

the non-increasing solution $u_{\infty}(r)$ of (44) is the trivial solution $u_{\infty}(r) \equiv 0$ and $\lambda_{\infty}(r)$ is the decreasing function given by

$$
\begin{equation*}
\lambda_{\infty}(r)=-\frac{1}{g r^{N-1}} \int_{0}^{r} s^{N-1} f_{\infty}(s) d s, \quad \text { for any } r \in(0, R] \tag{48}
\end{equation*}
$$

b) if we assume that there exists a $R_{0} \in(0, R)$ ( $R_{0}$ depending on $g$ ) such that

$$
\begin{equation*}
\frac{1}{g R_{0}^{N-1}} \int_{0}^{R_{0}} s^{N-1} f_{\infty}(s) d s=1 \tag{49}
\end{equation*}
$$

then $u_{\infty} \in L^{\infty}(B(0, R))$ and the non-increasing profile of the solution $u_{\infty}(r)$ is given by

$$
u_{\infty}(r)= \begin{cases}M_{\infty} & \text { if } r \in\left(0, R_{0}\right) \\ \frac{1}{\kappa} \int_{r}^{R}\left(\frac{1}{\sigma^{N-1}} \int_{0}^{\sigma} s^{N-1} f_{\infty}(s) d s\right) d \sigma & \text { if } r \in\left(R_{0}, R\right)\end{cases}
$$

with

$$
M_{\infty}=\frac{1}{\kappa} \int_{R_{0}}^{R}\left(\frac{1}{\sigma^{N-1}} \int_{0}^{\sigma} s^{N-1} f_{\infty}(s) d s\right) d \sigma=\left\|u_{\infty}\right\|_{L^{\infty}(B(0, R))}
$$

and $\lambda_{\infty}(r)$ is given by the non-increasing function

$$
\begin{equation*}
\lambda_{\infty}(r)=\max \left\{-\frac{1}{g r^{N-1}} \int_{0}^{r} s^{N-1} f_{\infty}(s) d s,-1\right\} \quad \text { for any } r \in(0, R] \tag{50}
\end{equation*}
$$

Proof. We start by assuming a strict balance i.e. we assume the stronger condition

$$
\begin{equation*}
\frac{1}{g R^{N-1}} \int_{0}^{R} s^{N-1} f_{\infty}(s) d s<1 \tag{51}
\end{equation*}
$$

Given $g>0$ and $f_{\infty}(s)$ satisfying (43), let us introduce the function

$$
\psi(r)=\frac{1}{g r^{N-1}} \int_{0}^{r} s^{N-1} f_{\infty}(s) d s
$$

Then, by differentiation with respect to $r$ we can see that $\psi(r)$ is a strictly increasing function. Indeed, this is equivalent to have the following condition on $f_{\infty}(r)$

$$
\begin{equation*}
f_{\infty}(r)>\frac{(N-1)}{r^{N}} \int_{0}^{r} s^{N-1} f_{\infty}(s) d s \text { a.e. } r \in(0, R) \tag{52}
\end{equation*}
$$

If we define the functions

$$
\alpha(r)=\frac{1}{g r^{N-1}} \text { and } \beta(r)=\int_{0}^{r} s^{N-1} f_{\infty}(s) d s
$$

then (52) implies that $\alpha^{\prime}(r) \beta(r)+\alpha(r) \beta^{\prime}(r)>0$ a.e. $r \in(0, R)$. Note that condition (52) is an easy consequence of the assumption (46) since given $r \in(0, R)$ we have $f_{\infty}(r) \geq f_{\infty}(s)$ a.e. $s \in(0, r)$ and integrating we get that

$$
f_{\infty}(r) \geq \frac{N}{r^{N}} \int_{0}^{r} s^{N-1} f_{\infty}(s) d s \text { a.e. } r \in(0, R)
$$

which, in turn, implies (52).
Moreover, by l'Hôpital rule, $\psi(0)=0$, and so, $\psi(r)>0$ for any $r \in(0, R]$. We also recall that, since $\left|\lambda_{\infty}(r)\right| \leq 1$, then

$$
\begin{equation*}
-\lambda_{\infty}(r)=\min \{\psi(r), 1\} \text { for any } r \in(0, R] \tag{53}
\end{equation*}
$$

which will lead to the expression (50). On any positively measured subset of the solid region $S\left(u_{\infty}\right)$ the equation in (44) reduces to the condition

$$
-\frac{g}{r^{N-1}} \frac{d}{d r}\left(r^{N-1} \lambda_{\infty}(r)\right)=f_{\infty}(r), r \in S\left(u_{\infty}\right)
$$

Moreover, $\frac{d u_{\infty}}{d r}(0)=0$ and if we denote by $R_{0}$ (with $R_{0} \in(0, R]$ ) to the boundary of $S\left(u_{\infty}\right)$, we get (since the profile $u_{\infty}(r)$ is non-decreasing) that necessarily

$$
\begin{equation*}
\lambda_{\infty}(r)=-\psi(r)=-\frac{1}{g r^{N-1}} \int_{0}^{r} s^{N-1} f_{\infty}(s) d s \text { for any } r \in\left[0, R_{0}\right] \tag{54}
\end{equation*}
$$

Now, to prove a) it suffices to use the fact that condition (47) implies that $\lambda_{\infty}(R)=-\psi(R) \in(-1,0)$. Thus, $\lambda_{\infty}(r) \in \operatorname{sign}(0)$ a.e. in $(0, R)$ and the choice $u_{\infty}(r) \equiv 0$ satisfies all the requirements as to be a solution of problem (44). Moreover, by the uniqueness of solutions, $u_{\infty}(r) \equiv 0$ is the unique choice satisfying all the conditions of weak solution of (44).
If we assume now condition (47) then it is clear that we can approximate $f_{\infty}$ by a sequence of functions $f_{\infty, n}$ satisfying (43), (46) and the strict balance (51). Then, the respective solutions of the problems (44) must satisfy that $u_{\infty, n} \equiv 0$ on $\Omega$ and as the convergence $f_{\infty, n} \rightarrow f_{\infty}$ in $L^{2}(B(0, R))$ implies the convergence $u_{\infty, n} \rightarrow u_{\infty}$ in $L^{2}(B(0, R))$ (recall that the operator is the subdifferential of a convex functional on $L^{2}(B(0, R))$ ) we finally deduce that $u_{\infty} \equiv 0$ on $\Omega$.
To prove b) we assume conditions (52) and (49). Then, the expression (54) and the facts that $\psi(r)$ is a strictly increasing function and that we must have $\left|\lambda_{\infty}(r)\right| \leq 1$ for any $r \in[0, R]$ imply that, necessarily, $\lambda_{\infty}(r)>-1$ for any $r \in\left(0, R_{0}\right)$ and $\lambda_{\infty}(r)=-1$ for any $r \in\left[R_{0}, R\right]$ (see (53)).
Finally, once we have determined the function $\lambda_{\infty}(r)$ on $[0, R]$, the (unique) expression for $u_{\infty}(r)$ is found by integrating twice in the equation

$$
-\frac{d}{d r}\left(r^{N-1} \frac{d u_{\infty}}{d r}(r)\right)=\frac{r^{N-1}}{\kappa} f_{\infty}(r)
$$

and using the fact that $u_{\infty}(R)=0$ and $\frac{d u_{\infty}}{d r}(r)=0$ for any $r \in\left[0, R_{0}\right]$.
Remark 3.2. The above result gives a necessary and sufficient condition in order to have a trivial solution $u_{\infty}(r) \equiv 0$ of problem (44), once we assume the additional condition (46). Notice that condition (47) holds when $\left\|f_{\infty}\right\|_{L^{1}(B(0, R))}$ is small enough, for fixed values of $g$ and $R$. In the special case of $f_{\infty} \equiv c$ and $N=2$ condition (47) coincides with the condition

$$
\begin{equation*}
c \leq \frac{2 g}{R} \tag{55}
\end{equation*}
$$

assumed in [25]. Notice that now condition (47) is stated in the more general terms of the $L^{1}$ norm of function $f_{\infty}(r)$ and that the balance condition is independent of $\kappa$. In fact the above characterization remains true for the limit case $\kappa=0$ but in this case, as in the paper [1], the solution $u_{\infty}$ must be searched in the class of bounded variation functions.

Remark 3.3. For the case $\kappa=0$ the paper [33] proves that if $f_{\infty} \in L^{N}(B(0, R))$ then the rigid region $S\left(u_{\infty}\right)$ have a positive measure. In fact, by using the results of [1] it is easy to see that the regularity $f_{\infty} \in L^{N}(B(0, R))$ is necessary, since in [1] some explicit examples are given showing that the conclusion fails for some special symmetric functions $f_{\infty}$ such that $f_{\infty} \notin L^{N}(B(0, R))$.

Remark 3.4. If $f_{\infty} \equiv c$ and $N=2$ an explicit solution was given in the [25] (and later collected also in [23] and [22]) when

$$
\begin{equation*}
c>\frac{2 g}{R} \tag{56}
\end{equation*}
$$

(which is a special case of (49)). In that case

$$
u_{\infty}(r)= \begin{cases}\left(\frac{R-R_{0}}{2 \kappa}\right)\left(\frac{c}{2}\left(R+R_{0}\right)-2 g\right) & \text { if } r \in\left(0, R_{0}\right) \\ \left(\frac{R-r}{2 \kappa}\right)\left(\frac{c}{2}(R+r)-2 g\right) & \text { if } r \in\left(R_{0}, R\right)\end{cases}
$$

Other properties of the solid region $S\left(u_{\infty}\right)$ (and its complementary: $\Omega^{+}=\Omega-S\left(u_{\infty}\right)$ ), for instance in the case in which $\Omega$ is a ring, can be found in [32].

Remark 3.5. It is remarkable that the measure of the solid region (in other words, the value of $R_{0}$ ) is independent of $R$ (once that $R$ is large enough).This is entirely different to the case of the free boundary raised in the problem

$$
\left\{\begin{array}{cc}
-\Delta_{p} u+u=1 & \text { in } \Omega=B(0, R), \\
u=0 & \text { on } \partial \Omega,
\end{array}\right.
$$

with $p>2$. In that case the "solid region" is defined as $\Omega_{1}=\{x \in \Omega: u=1\}$ and it is well-known that $\left|\Omega_{1}\right|$ increases when $R$ increases (see, e.g. [14] and [29]).

Remark 3.6. Some numerical experiences can be found in [25], [28], [12] and [19].
3.2. Proof of Theorem 1.1. Now we consider the elliptic non-radially symmetric problem.

Proof of $i$ ). By definition we know that $f_{\infty}^{*}$ satisfies (46). Moreover, by virtue of the properties of the decreasing rearrangement we deduce that

$$
\left\|f_{\infty}\right\|_{L^{1}(\Omega)}=\left\|f_{\infty}^{*}\right\|_{L^{1}\left(\Omega^{*}\right)}=\int_{0}^{R} s^{N-1} f_{\infty}^{*}(s) d s
$$

and

$$
R=\left(\frac{|\Omega|}{\omega_{N}}\right)^{1 / N}
$$

Thus assumption (9) is equivalent to the condition (47). By Proposition 3.1, we get that the solution $U_{\infty}$ of (12) satisfies $U_{\infty} \equiv 0$ in $\Omega^{*}$. Then, from inequality (18) we deduce that $u_{\infty}^{*}(x) \equiv 0$ in $\Omega^{*}$, which implies that $u_{\infty}(x) \equiv 0$ in $\Omega$.
Proof of ii). We note that assumption (11) implies that

$$
\frac{1}{g R^{N-1}} \int_{0}^{R} s^{N-1} f_{\infty}^{*}(s) d s>1
$$

Thus, since $\psi(r)$ is strictly increasing and $\psi(0)=0$, necessarily, there is a unique $R_{0} \in(0, R)$ such that

$$
\begin{equation*}
\frac{1}{g R_{0}^{N-1}} \int_{0}^{R_{0}} s^{N-1} f_{\infty}^{*}(s) d s=1 \tag{57}
\end{equation*}
$$

and condition (49) holds. Then, by Proposition 3.1 we know that $\nabla U_{\infty}=0$ on the ball $B\left(0, R_{0}\right)$. But, from (19) we get that $\nabla u_{\infty}^{*}(x)=0$ on the ball $B\left(0, R_{0}\right)$. This implies that $u_{\infty}^{*}(x)$ is a positive constant on the ball $B\left(0, R_{0}\right)$, and then the "solid region" (the set $\mathscr{S}\left(u_{\infty}\right)=\left\{x \in \Omega: \nabla u_{\infty}(x)=0\right\}$ ) has a positive measure: in fact

$$
\left|\mathscr{S}\left(u_{\infty}\right)\right| \geq \omega_{N} R_{0}^{N}
$$

Moreover, from the proof of $i$ i) we know that $\mathscr{S}\left(u_{\infty}^{*}\right)=\left\{x \in \Omega: u_{\infty}^{*}(x)=\left\|u_{\infty}^{*}\right\|_{L^{\infty}\left(\Omega^{*}\right)}\right\}$ and since $\left\|u_{\infty}^{*}\right\|_{L^{\infty}\left(\Omega^{*}\right)}=$ $\left\|u_{\infty}\right\|_{L^{\infty}(\Omega)}$ we conclude that $\mathscr{S}\left(u_{\infty}\right) \subset\left\{x \in \Omega: u_{\infty}(x)=\left\|u_{\infty}\right\|_{L^{\infty}(\Omega)}\right\}$
3.3. The parabolic symmetrized problem. We consider now the parabolic problem (1) for $\Omega=B(0, R)$ and radially symmetric, with non-increasing profiles data, $u_{0}$ and $f_{\infty}$. As mentioned in the Introduction, given $u_{0}$, $f_{\infty} \in L^{2}(B(0, R))$ the existence and uniqueness of solutions $u \in C\left([0,+\infty): L^{2}(B(0, R))\right)$ is a direct consequence of the results of [7].

Let us start by considering Property 1. Notice that the parabolic problem can be formulated as a nice special case of the abstract Cauchy problem

$$
\left\{\begin{array}{l}
\frac{d u}{d t}(t)+B u(t) \ni f(t) \quad \text { in } X \\
u(0)=u_{0}
\end{array}\right.
$$

where $X$ is a Banach space and $B: D(B) \subset X \rightarrow \mathscr{P}(X)$ is an accretive operator. The general question of the possible finite extinction time of the solution, when operator $B$ is multivalued for $u=0$, was analyzed firstly in Brézis ([8]) for the case of $X=H$ a Hilbert space and then in [13] for the case of a general Banach space. It was shown there that the necessary condition

$$
f(t) \in B(0) \text { for } t \text { large enough, }
$$

is almost sufficient. In our case we have a complete description of operator $B$

$$
\begin{gathered}
B: D(B) \subset L^{2}(\Omega) \rightarrow \mathscr{P}\left(L^{2}(\Omega)\right) \\
B u=-\kappa \Delta u-g \operatorname{div}\left(\frac{\nabla u}{|\nabla u|}\right), D(B)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega),
\end{gathered}
$$

nevertheless, the set $B(0)$ is defined in a very implicit way and thus the abstract results of [8], [17] for multivalued operators can not be directly applied. As in [1], it can be shown that

$$
B(0) \supset\left\{c \in \mathbb{R}:|c| \leq g \frac{N}{R}\right\}
$$

A more direct formulation of the problem is the following:

$$
\begin{cases}\frac{\partial u}{\partial t}(t, r)-\frac{\kappa}{r^{N-1}} \frac{\partial}{\partial r}\left(r^{N-1} \frac{\partial u}{\partial r}(t, r)\right)-\frac{g}{r^{N-1}} \frac{\partial}{\partial r}\left(r^{N-1} \lambda(t, r)\right)=f_{\infty}(r), \text { for } t>0, r \in(0, R),  \tag{58}\\ u(t, R)=0 \text { and } \frac{\partial u}{\partial r}(t, 0)=0, & \text { for } t>0, \\ u(t, R)=u_{0}(r) & r \in(0, R),\end{cases}
$$

for some scalar-valued function $\lambda \in L_{l o c}^{2}\left(0,+\infty: L^{\infty}(0, R)\right)$ satisfying

$$
\begin{equation*}
|\lambda(t, r)| \leq 1 \text { and } \lambda(t, r) \frac{\partial u}{\partial r}(t, r)=\left|\frac{\partial u}{\partial r}(t, r)\right| \quad \text { a.e. } r \in(0, R), t>0 \tag{59}
\end{equation*}
$$

Proposition 3.7. Let $u_{0} \in L^{\infty}(B(0, R)), f_{\infty} \in L^{\infty}(B(0, R)), u_{0}, f_{\infty} \geq 0$, satisfying (43) and (46) Let $u(t, r)$ be the unique solution of (44). Then:
a) If

$$
\begin{equation*}
\psi(R):=\frac{1}{g R^{N-1}} \int_{0}^{R} s^{N-1} f_{\infty}(s) d s<1 \tag{60}
\end{equation*}
$$

then, for any $u_{0} \in L^{\infty}(B(0, R))$ there exists a finite time $T_{u_{0}, f_{\infty}}>0$ such that $u(t, r)$ globally stops after $T_{u_{0}, f_{\infty}}$, in the sense that $u(t, r) \equiv 0$ a.e. in $B(0, R)$, for any $t \geq T_{u_{0}, f_{\infty}}$. Moreover

$$
T_{u_{0}, f_{\infty}} \leq \frac{R\left\|u_{0}\right\|_{L^{\infty}(B(0, R)}}{g N(1-\psi(R))}
$$

b) Assume (46) and that there exists a $R_{0} \in(0, R)\left(R_{0}\right.$ depending on $\left.g\right)$ such that

$$
\begin{equation*}
\frac{1}{g R_{0}^{N-1}} \int_{0}^{R_{0}} s^{N-1} f_{\infty}(s) d s=1 \tag{61}
\end{equation*}
$$

Let $u_{0} \in H^{2}(B(0, R)) \cap H_{0}^{1}(B(0, R))$, $u_{0}$ symmetric, non-negative and with non-increasing profile, such that

$$
\begin{equation*}
\frac{\kappa}{r^{N-1}} \frac{d}{d r}\left(r^{N-1} \frac{d u_{0}}{d r}(r)\right)+\frac{g}{r^{N-1}} \frac{d}{d r}\left(r^{N-1} \lambda_{0}(r)\right)+f_{\infty}(r) \geq 0 \text { in } H^{-1}(0, R) \tag{62}
\end{equation*}
$$

for some $\lambda_{0}(r) \in \operatorname{sign}\left(\frac{d u_{0}}{d r}(r)\right)$ a.e. in $(0, R)$ and with $S\left(u_{0}\right) \subset B\left(0, R_{0}\right)$. Then $\frac{\partial u}{\partial t}(t, r) \geq 0$ a.e. $r \in(0, R)$ and a.e. $t>0$, the profile of the solution $u(t, r)$ is non-increasing in $r$, for any $t \geq 0$, and we have

$$
S(u(t)) \subset B\left(0, R_{0}\right) \text { for any } t \geq 0
$$

with

$$
u(t, r)=\|u(t)\|_{L^{\infty}(B(0, R))} \text { on } S(u(t)), \text { for any } t \geq 0
$$

c) Under the same conditions than in $b$ ), $u(t) \rightarrow u_{\infty}$ in $H_{0}^{1}(B(0, R))$ as $t \rightarrow+\infty$, where $u_{\infty}$ is the unique solution of problem (44), and there exits a $R^{*} \in(0, R)$ such that

$$
\left\|u(t)-u_{\infty}\right\|_{C^{0}\left(\left[R^{*}, R\right]\right)}>0 \text { for any } t>0
$$

Proof. To prove part a) we will use the comparison principle. Let us show that we can construct a supersolution $\bar{u}(t, r)=\alpha(t)$ such that $\alpha(t)=0$ for $t \geq T_{u_{0}, f_{\infty}}$ for some $T_{u_{0}, f_{\infty}}>0$. Then from the comparison inequalities $0 \leq$ $u(t, r) \leq \alpha(t)$ for any $t>0$ and a.e. $r \in(0, R)$ we deduce our conclusion.
The non-trivial part of the proof is to characterize the condition on $\alpha(t)$ in order to know that $\bar{u}(t, r)$ is a supersolution of problem (58). Since by construction $S(\bar{u}(t))=B(0, R)$, then, as in the proof of i) of Proposition 3.1, we must have

$$
-\frac{g}{r^{N-1}} \frac{\partial}{\partial r}\left(r^{N-1} \bar{\lambda}(t, r)\right) \geq f_{\infty}(r)-\alpha^{\prime}(t), r \in(0, R)
$$

for some $\bar{\lambda}(t, r)$ such that $|\bar{\lambda}(t, r)| \leq 1$ a.e. $(t, r) \in(0,+\infty) \times(0, R)$. Then

$$
\bar{\lambda}(t, r) \leq-\frac{1}{g r^{N-1}} \int_{0}^{r} s^{N-1} f_{\infty}(s) d s+\frac{\alpha^{\prime}(t) r}{g N}
$$

Then, in order to know that $|\bar{\lambda}(t, r)| \leq 1$ it is enough to have that

$$
-\psi(R)+\frac{\alpha^{\prime}(t) R}{g N} \geq-1
$$

(with $\psi(R)$ given in (60)) to conclude that $\bar{u}(t, r)$ is a supersolution (see, e.g., the proof of Theorem 4 of [1]). Thus we must have

$$
\alpha^{\prime}(t) \geq-\frac{g N}{R}(1-\psi(R))
$$

But from the balance condition (60) we know that $\psi(R)-1<0$. Thus we can take

$$
\alpha(t)=\left[K-\frac{g N}{R}(1-\psi(R)) t\right]_{+} \text {for any } t \geq 0
$$

for some $K>0$. To check that

$$
u_{0}(r) \leq \bar{u}(0, r) \text { a.e. on } B(0, R)
$$

it is enough to take

$$
K=\left\|u_{0}\right\|_{L^{\infty}(B(0, R)}
$$

and the conclusion follows with

$$
T_{u_{0}, f_{\infty}} \leq \frac{R\left\|u_{0}\right\|_{L^{\infty}(B(0, R))}^{g N(1-\psi(R))}}{g}
$$

Let us prove part b). As usual in the rearrangement theory, it is easy to see that the profile of $u(t, r)$ is nondecreasing in $r \in(0, R)$. Moreover, the assumptions on $u_{0}(r)$ implies that $\frac{\partial u}{\partial t}(t, r) \geq 0$ a.e. $t>0$ and a.e. $r \in(0, R)$ (this is a classical result for m -accretive operators in a Banach lattice (see, e.g., Proposition 1 of [4]). Then, on any positively measured subset of the solid region $S(u(t))$ the equation in (58) reduces to the condition

$$
-\frac{g}{r^{N-1}} \frac{\partial}{\partial r}\left(r^{N-1} \lambda(t, r)\right)=f_{\infty}(r)-\frac{\partial u}{\partial t}(t, r), r \in S(u(t))
$$

Moreover, $\frac{\partial u_{\infty}}{\partial r}(t, 0)=0$ and if we denote by $R_{0}(t)$ (with $R_{0}(t) \in(0, R]$ ) to the boundary of $S(u(t)$ ), we get (since the profile of $u(t, r)$ is non-decreasing) that necessarily

$$
\begin{equation*}
\lambda(t, r)=-\psi(t, r)=-\frac{1}{g r^{N-1}} \int_{0}^{r} s^{N-1}\left(f_{\infty}(s)-\frac{\partial u}{\partial t}(t, r)\right) d s \text { a.e. } r \in\left(0, R_{0}\right) . \tag{63}
\end{equation*}
$$

Moreover, if $\psi_{\infty}(r)$ is the function defined by (54) in the proof of Proposition 3.1, then $\psi_{\infty}(r)$ is strictly increasing (since we are assuming (46)), and so

$$
\psi(t, r) \leq \psi_{\infty}(r)<1 \text { a.e. } r \in\left(0, R_{0}\right) \text { a.e. } t>0
$$

since $\frac{\partial u}{\partial t}(t, r) \geq 0$. In particular

$$
\lambda(t, r) \geq \lambda_{\infty}(r)>-1 \text { a.e. } r \in\left(0, R_{0}\right) \text { a.e. } t>0
$$

This implies that $S(u(t)) \subset B\left(0, R_{0}\right)$ for any $t \geq 0$.
The statement of part $c$ ) is an special case of Theorem 4 of [19].

Remark 3.8. Notice that in the parabolic case it is assumed a strict inequality in the balance. Among other


Remark 3.9. Part a) of Proposition 3.7 holds if we replace $f_{\infty}(r)$ by a time dependent function $f(t, r) \geq 0, f \in$ $L_{\text {loc }}^{1}\left(0,+\infty: L^{\infty}(B(0, R))\right.$ such that

$$
f(t, r)=f_{\infty}(r) \text { for a.e. } t \geq T_{f}>0
$$

with a function $f_{\infty}(r)$ satisfying the conditions of proposition 3.7. In that case we must take

$$
K=\left\|u_{0}\right\|_{L^{\infty}(B(0, R)}+\int_{0}^{T_{f}}\|f(t, r)\|_{L^{\infty}(B(0, R))} d t
$$

It suffices to use the fact that the realization of operator $B$ on $L^{\infty}(B(0, R))$ is $T$-accretive (see, [5]).
Remark 3.10. Notice that, from the proof of part b) we also know that $\lambda_{\infty}(r)=-1$ for any $r \in\left[R_{0}, R\right]$ (thanks to the assumption (46)) but now, in contrast with the stationary case, we do not know if $\lambda(t, r)=-1$ on $\left[R_{0}, R\right]$ since the monotonicity of the function $\lambda(t, r)$ is not evident (due to the presence of the time derivative of the unknown).
3.4. Proof of Theorem 1.2. Proof of Theorem 1.2 To prove part $i$ ) we apply part 2 of Theorem 1.3. Then it suffices to show that if $U(t, x)$ is the unique solution of problem (13) then there exists a finite time $T_{U}>0$ such that $U(t) \equiv 0$ for any $t \geq T_{U}$. This is a consequence of part a) of Proposition 3.7. Indeed, if $R>0$ is such that $\Omega^{*}=B(0, R)$, from elementary properties of the rearrangements, we know that $u_{0}^{*}, f_{\infty}^{*} \in L^{\infty}(B(0, R)), u_{0}^{*}, f_{\infty}^{*} \geq 0$ and satisfy (43) and (46) and the same for $u_{0}^{*}$. We recall that, as in the proof of Theorem 1.1, the assumption (60) is equivalent to the condition (10). Then we deduce that

$$
T_{U} \leq T_{u_{0}, f_{\infty}} \leq \frac{R\left\|u_{0}\right\|_{L^{\infty}(B(0, R))}}{g N\left(1-\psi^{*}(R)\right)}
$$

where $\psi^{*}$ is the function $\psi$ corresponding to the datum $f_{\infty}^{*}$.
To prove (17) we recall that by a well-known result due to Hardy, Littlewood and Polya [26], the inequality (20) implies that for any continuous, nondecreasing convex function $\Phi:[0,+\infty) \rightarrow[0,+\infty)$ we have

$$
\int_{B(0, r)} \Phi\left(u^{*}(t, x)\right) d x \leq \int_{B(0, r)} \Phi(U(t, x)) d x, \forall t>0, \forall r \in[0, R] .
$$

In particular, for any $p \in[1,+\infty]$

$$
\begin{equation*}
\|u(t)\|_{L^{p}(\Omega)} \leq\|U(t)\|_{L^{p}\left(\Omega^{*}\right)} \forall t \geq 0 \tag{64}
\end{equation*}
$$

In addition, given $M>0$. For any $\varepsilon \in(0, M)$, consider any continuous, nondecreasing convex function $\Phi \varepsilon$ : $[0,+\infty) \rightarrow[0,+\infty)$ such that

$$
\Phi \varepsilon(s)=0 \text { if } s \in[0, M-\varepsilon] \text { and } \Phi \varepsilon(M)=1
$$

Then, by taking $M=M_{U}(t)=\|U(t)\|_{L^{\infty}\left(\Omega^{*}\right)}$ we have that, for any $\varepsilon \in\left(0, M_{U}(t)\right)$

$$
\int_{B(0, r)} \Phi_{\varepsilon}\left(u^{*}(t, x)\right) d x \leq \int_{B(0, r)} \Phi_{\mathcal{E}}(U(t, x)) d x, \forall t>0, \forall r \in[0, R] .
$$

Then, taking $r=R$

$$
\int_{\left\{x: u^{*}(t, x) \geq M_{U}(t)-\varepsilon\right\}} \Phi_{\varepsilon}\left(u^{*}(t, x)\right) d x \leq \int_{\left\{x: \Phi_{\varepsilon}(U(t, x)) \geq M_{U}(t)-\varepsilon\right\}} d x .
$$

Letting $\varepsilon \downarrow 0$ we obtain in the limit that, given $t \geq 0$

$$
\left|\left\{x \in \Omega^{*}: u^{*}(t, x)=M_{U}(t)\right\}\right| \leq\left|\left\{x \in \Omega^{*}: U(t, x)=M_{U}(t)\right\}\right| .
$$

Then, from (64) we get that

$$
\left|\left\{x \in \Omega^{*}: u^{*}(t, x)=\left\|u^{*}(t)\right\|_{L^{\infty}\left(\Omega^{*}\right)}\right\}\right| \leq \mid\left\{x \in \Omega^{*}: U(t, x)=M_{U}(t)\right\}
$$

Finally, since $\left\|u^{*}(t)\right\|_{L^{\infty}\left(\Omega^{*}\right)}=\|u(t)\|_{L^{\infty}(\Omega)}$ we arrive to the desired conclusion.
The proof of part $i i)$ ) of Theorem 1.2 was given in the previous section (see Proposition 3.7).

Remark 3.11. We do not know if in case i) the profile of the solution $u(t,$.$) may have a solid region before the$ finite time stopping time $T_{u_{0}, f_{\infty}}$. In the special case of the Total Variation problem $(\kappa=0)$ it was shown in [1] (see also [3]) that the answer is affirmative but this is possible since the solution $u(t,$.$) is merely in B V(\Omega)$ : the case $\kappa>0$ leads to more regular solutions and the study made in [1] is not applicable.

Acknowledgement The research of the first author has been supported by the project EEEP\&DLaD — Pia.Ce.Ri, Piano della Ricerca di Ateneo 2020-2022 University of Catania. She is member of the Gruppo Nazionale per l'Analisi Matematica, la Probabilitá e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM). The research of JID was partially supported by the project ref. PID2020-112517GB-I00 of the AEI (Spain) and the Research Group MOMAT (Ref. 910480) of the UCM.

## REFERENCES

[1] F. Andreu, V. Caselles, J.I. Díaz and J.M. Mazón, Some Qualitative properties for the Total Variation Flow, J. Funct. Anal. 188 (2002), 516-547.
[2] S.N. Antontsev, J.I. Díaz and S.I. Shmarev, Energy Methods for Free Boundary Problems: Applications to Nonlinear PDEs and Fluid Mechanics, Progress in Nonlinear Differential Equations and Their Applications, 48, Birkhäuser, Boston, 2002.
[3] G. Bellettini, V. Caselles, M. Novaga, The Total Variation Flow in $\mathbb{R}^{N}$. J. Differential Equations, 184, 475-525 (2002).
[4] Ph. Benilan, J. I. Díaz. Comparison of solutions of nonlinear evolutions equations with different nonlinear terms. Israel Journal of Mathematics, 423 (1982), 241-257.
[5] Ph.Bénilan and C. Picard, Quelques aspects non lineaires du principe du maximum. In: Séminaire de Théorie du Potentiel, Paris, No. 4, F. Hirsch and G. Mokobodzki (eds.), Lecture Notes in Mathematics, 713, Springer, Berlin, 1979, 1-37
[6] E.C. Bingham, An Investigation of the Laws of Plastic Flow U.S. Bureau of Standards Bulletin, 13 (1916) 309-353.
[7] H. Brézis, Monotonicity methods in Hilbert spaces and some applications to nonlinear partial differential equations, in: E. Zarantonello (Ed.), Contributions to Nonlinear Functional Analysis, Academic Press, New York, 1971, 101-156.
[8] H. Brézis, Monotone operators, nonlinear semigroups and applications. Proceedings of the International Congress of Mathematicians (Vancouver, B. C., 1974), Vol. 2, Canad. Math. Congress, Montreal, Que., 1975, 249-255.
[9] H. Brézis, Operateurs maximaux monotones et semi-groupes de contractions dans les espaces de Hilbert, North-Holland, Amsterdam, 1973.
[10] T. F. Chan, G. H. Golub and P. Mulet. A nonlinear primal-dual method for total variation-based image restoration. SIAM journal on scientific computing 206 (1999), 1964-1977.
[11] L. Chupin, N. Cîndea and G. Lacour, Existence and stopping time for solutions of a class of non newtonian viscous fluids with thixotropic or shear thinning flows, arXiv preprint arXiv:2112.02871 (2021).
[12] E.J. Dean, R. Glowinski, G. Guidoboni, On the numerical simulation of Bingham visco-plastic flow: Old and new results, J. non-Newtonian Fluid Mech. 142, pp. 36-62 (2007).
[13] J.I.Díaz, Anulación de soluciones para operadores acretivos en espacios de Banach. Aplicaciones a ciertos problemas parabólicos no lineales. Rev. Real. Acad. Ciencias Exactas, Físicas y Naturales de Madrid, 74 (1980), 865-880.
[14] J.I.Díaz, Nonlinear PDEs and free boudaries, Pitman, London, 1985. colorblue
[15] J.I.Díaz. Desigualdades de tipo isoperimétrico para problemas de Plateau y capilaridad. Revista de la Academia Canaria de Ciencias, 31 (1991), 127-166.
[16] J.I.Díaz, Qualitative Study of Nonlinear Parabolic Equations: an Introduction, Extracta Mathematicae, 162 (2001), 303-341.
[17] J.I. Díaz, Simetrización de problemas parab ólicas no lineales: aplicación a ecuaciones de reacción-diffusi ón, Memoria XXVIII de la Real Academia de Ciencias, Madrid, 1991.
[18] J.I. Díaz, Symmetrization of nonlinear elliptic and parabolic problems and applications: a particular overview, in Progress in partial differential equations: elliptic and parabolic problems, C.Bandle et al eds, Pitman Research Notes in Maths, Longman, 1992, 1-16.
[19] J. I. Díaz, R. Glowinski, G. Guidoboni and T. Kim, Qualitative properties and approximation of solutions of Bingham flows: on the stabilization for large time and the geometry of the support. Rev. R. Acad. Cien. Serie A. Mat RACSAM 1041 (2010) 157-200.
[20] J. I. Díaz and F. de Thelin, On a nonlinear parabolic problems arising in some models related to turbulence flows. SIAM Journal of Mathematical Analysis 25 , (1994), 1085-1111.
[21] G. Duvaut, J.L. Lions, Les Inéquations en Mécanique et Physique, Dunod, Paris, 1972.
[22] R. Glowinski, Numerical Methods for Nonlinear Variational Problems, Springer, New-York, 1984.
[23] R. Glowinski, Finite element methods for incompressible viscous flow.In Handbook of Numerical Analysis, Vol. IX, P.G. Ciarlet and J.L. Lions eds., North-Holland, Amsterdam, 2003, 3-1176.
[24] R. Glowinski, P. Le Tallec, Augmented Lagrangian interpretation of the nonoverlapping Schwarz alternating method, in: T.F. Chan, R. Glowinski, J. Périaux, O.B. Widlund (Eds.), Proceedings of the Third International Symposium on Domain Decomposition Methods for Partial Differential Equations, Houston, TX, 1989, SIAM, Philadelphia, USA, 1990, 224-231.
[25] R. Glowinski, J. L. Lions and R. Tremolières, Analyse numérique des Inéquations Variationelles. Vol. 2 Applications aux phénomènes stationaires et d'évolution. Dunod, Paris, 1976.
[26] G.H Hardy, J.E. Littlewood and G. Polya, Some simple inequalities satisfied by convex functions. Messenger Math. 58 (1929), 145-152.
[27] P. Harjulehto, P. Hästö, Double phase image restoration, J. Math. Anal. Appl. 5011 (2021), 123832.
[28] J.W. He and R. Glowinski: Steady Bingham fluid flow in cylindrical pipes: a time dependent approach to the iterative solution, Numerical Algebra with Applications 7 (2000), 381-428.
[29] S. Kamin, S. and L. Véron, Flat core properties associated to the $p$-Laplace operator, Proceedings of the American Mathematical Society 118 4,(1993), 1079-1085.
[30] G. Mingione and V. Rădulescu, Recent developments in problems with nonstandard growth and nonuniform ellipticity, Journal of Mathematical Analysis and Applications 5011 (2021), 125-197.
[31] J. Mossino, and J.M. Rakotoson, Isoperimetric inequalities in parabolic equations, Ann.Scuola Norm.Pisa, 13, (1986), 51-73.
[32] P. Mossolov and V. Miasnikov, Variational methods in the theory of the fluidity of a viscous-plastic medium, Journal of Mechanics and Applied Mathematics, 73 (1965), 468-492.
[33] L. Orsina and A. C. Ponce, Flat solutions of the 1-Laplacian equation. Rend. Istit. Mat. Univ. Trieste 49 (2017), 41-51.
[34] S. Segura de León and C. M. Webler, Global existence and uniqueness for the inhomogeneous 1-Laplace evolution equation, Nonlinear Differential Equations and Applications NoDEA 22 (2015), 1213-1246.
[35] G. Talenti, Best constant in Sobolev inequality, Annali di Matematica Pura ed Applicata 110 (1976), 353372.
[36] G. Talenti: Nonlinear elliptic equations, rearrangements of functions and Orlicz spaces, Ann. Mat. Pura Appl. IV, 120 (1977), 159-184.
[37] L. Waite and J. M. Fine, Applied Biofluid Mechanics, McGraw-Hill Professional Publishing, New York, 2007.


[^0]:    *Corresponding author.
    E-mail address: cirmi@dmi.unict.it (G.R.Cirmi), jidiaz@ucm.es (J.I. D́az).

